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Abstract— The research work presents detection of different types of text in scene images based on extensive segmentation (proposed method) to generate character candidate regions. We usually consider many connected regions as candidates, which aim to capture character regions as many as possible. Key feature of exhaustive segmentation technique, which exactly segments character candidate region in scene images from non-character candidate region also. First, we detect candidate text regions using Maximally Stable External Region (MSER method) where the scene image has been converted to gray image and to find the  text region. Second, the geometric properties of text on the image are used to filter out non-text regions using simple thresholds. Third, we remove the rest Non-Text region based on Stroke Width Variation (SWV). Finally, we merge the entire text region from the detection of Text and thus recognise the Detected Text in the scene image. We use public dataset, namely, the Street View Text dataset and some other language (Tamil, Hindi and Chinese) images to evaluate the performance of our(extensive segmentation) method. The experimental results are shown that our(extensive segmentation) method achieves excellent improvement in the detection of text though the images being blurred, low-resolution and small in size from the existing method(Yuenwang et al.). We also achieve considerable rate of recall with the executed images.
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I.  Introduction 
Digital Image Processing play an important role, both in daily life applications such as satellite television, medical images and identify resources using the images on detecting text. Text detection in scene images has become crucial task and received significant attention recently due to the great success of smart phones and large demands in the image search or understanding. 

It is a challenging task to detect and segment text from captured images due to two main issues: 1) Different variety of text patterns like sizes, fonts, orientations, colors, and 2) presence of background outliers similar to text characters, such as windows, bricks, and character-like texture. After text detection an optical character recognition (OCR) systems are designed to convert text images to readable text codes, but perform poorly when text is embedded into complex background.. Text detection and segmentation from natural scene images are important in many applications. The key property of scene text such as, uniform colors, high contrast against background are difficult to preserve in real application. When the system scans whole image for texts, text pixels with non uniform lighting and low contras could be mystified background due to similar colors. Connected-component labelling is used in computer vision  to detect connected regions in binary digital images, although colour images and data with higher dimensionality can also be processed. When integrated into an image recognition system or human-computer interaction interface, connected component labeling can operate on a variety of information. Blob extraction is generally performed on the resulting binary image from a thresholding step. Blobs may be counted, filtered, and tracked. 
II. Existing Method
The existing system[1], works on many connected regions as candidate, which actually aims to capture character regions. It presents a structure to generate the character candidate region in scene image. A two-layer filtering method is used to filter out non-character candidate region.
Finally, a grouping is done to who the detected text from the scene image. The problem of the existing system is that it takes longer time for detecting text and the processing time is high. As it uses the two-layer of filtering method, the recall rate changes with respect to the filtering of text in image.

To overcome this problem, in our approach of extensive segmentation we use MSER feature that segments the character candidate region from non-character region and provide better results. We also minimize the approach of connected components, and replace it by MSER feature to segment the text region from non-text region. The main concern of using the MSER feature, geometric properties, stroked width variation is to improve using the detection of text in scene image with other language. Thus, our approach achieves better improvement detecting text with languages which includes English, Tamil, Hindi and Chinese.
We use public dataset, namely, the Street View Text dataset and some other language dataset images to evaluate the performance of our method(exhaustive segmentation). The experimental results are shown that the proposed method achieves excellent improvement in the detection of text though the images being blurred, low-resolution and small in size in the existing method[1]. We also achieve considerable rate of recall with the executed images.
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Fig. 1.Text detection overview
2.1 Extensive Segmentation (Proposed System)

Stable regions in the image that are not text. We use a rule-based approach to remove non-text regions. For example, geometric properties of text can be used to filter out non-text regions using simple thresholds. Alternatively, we can use a machine learning approach to train a text vs. non-text classifier. Typically, a combination of the two approaches produces better results.  There are several geometric properties that are good for discriminating between text and non-text regions, including:

•
Aspect ratio

•
Eccentricity

•
Euler number

•
Extent

•
Solidity
3.2 Removing of non-text regions based on Stroke Width Variation

     Another common metric used to discriminate between text and non-text is stroke width. whereas non-text regions tend to have larger variations. In the images shown Stroke width is a measure of the width of the curves and lines that make up a character. Text regions tend to have little stroke width variation, above(Fig. 1(f), notice how the stroke width image has very little variation over most of the region. This indicates that the region is more likely to be a text region because the lines and curves that make up the region all have similar widths, which is a common characteristic of human readable text. In order to use stroke width variation to remove non-text regions using a threshold value, the variation over the entire region must be quantified into a single metric. Then, a threshold can be applied to remove the non-text regions. Note that this threshold value may require tuning for images with different font styles.
3.3 Text detection

Once all is done the text region would have been found and merging the result from all the three above phases is done.    Finally, before showing the final detection results, suppress false text detections by removing bounding boxes made up of just one text region. This removes isolated regions that are unlikely to be actual text given that text is usually found in groups (words and sentences).The Fig. 2.shows clearly the flow of the proposed system from loading the image till the detection of the text in the image.
3.4 Block Diagram Of Proposed System The given Block diagram shows very clearly about the proposed system, and how it is executed. The system have the four stages of flow are given in Fig. 2
[image: image3.jpg]25

15

05

—

Ourmethod(  Yuanwang Weiet
Exhaustive al
Segmentation)

Neumann and
Matas

——Detection Rate
~8—Processing Timels)





Fig 2. Block diagram of Proposed System
III. Proposed Systems

The paper presents about detection of text in scene images based on extensive segmentation(Proposed method) to generate character candidate regions. We usually consider many connected regions as candidates, which aim to capture character regions as many as possible. Key feature of this technique, which exactly segments character candidate region in scene images from non-character candidate region.
First, we detect candidate text regions using Maximally Stable External Region(MSER) method where the scene image is been converted to gray image and the finding of text region. It works well for text in image because the consistent color and high contrast of text leads to stable intensity profiles. Second, geometric properties of text are used to filter out of non-text regions using simple thresholds. Third, we remove the rest of non-text region based on Stroke Width Variation. Finally, we merge the entire text region for the detection of Text and recognise the Detected Text in the scene image.

3.7  Algorithm 

Step 1 : Initialization
Input :Read the Coloured Image

Begin

Step 2: Image conversion

Begin

If(image is coloured image)

Then

Convert to gray image

Else

Segment text from non-text region

End Begin
Step 3: Segmentation using MSER feature

Begin

Input : Gray image

If (image is gray image)

Then:

Use MSER feature

For(region 1 to n)

Detect text in each region

Eliminate the non-text region

End for

End if

End Begin
Step 4: Segmentation using geometric properties

Begin

Input : Segmented text region using MSER feature

If(image has text region)

Then:

Term1 = find distance between foci and axis length

Term2 = find the number of text

Term3 = find ratio of pixels

Term4 = find the proportion of pixel

End if

Threshold = 0;

For (term 1 to 4)

If (term > threshold)

Then:

Geo_image = term

Else

Eliminate the term

End if

End Begin

            Step 5: Segmentation using stroke width variation

Begin

Input : Geo_image

If(Geo_image is more than the stroke)

Then:

Unzoom the image

Mark for selection

Else

Eliminate the stroke

End if

Show the image with detected text

End Begin

        End Begin
3.8 Comparison of the Proposed And Existing System

In the existing system[1], they work on images with connected components and segments character candidate region from other non-character candidate region. They work on the properties which includes Area ratio, Stroke Width Variation, Intensity variation, Euler Number and Invariant moments. They work only on images with English language.In our method(Exhaustive segmentation), though we work on connected components, to have much more efficiency and accuracy, we also use the MSER-feature so as to segment the non-character candidate region from character candidate region. The properties which we work on includes different thresholds like Aspect ratio, Eccentricity, Euler Number, Extent and Solidity which thus shows a greater improvement in detecting text quickly. We work on three more different languages along with English, which includes Hindi, Tamil and Chinese detects and shown in the results.
IV. Results and Discussion

The performance of the proposed system(extensive segmentation), we have tested with different text images including Tamil, English, Hindi and Chinese language. Our system is enhanced and very clearly find the efficiency, accuracy and clarity in the detection of text in the scene image. We can also see the evaluation protocol which shows the high recall value when compared to all the other existing system.

4.1 Evaluation Protocol

In our method the true positive(tp) is the number of correct detection of text iimages, the false positive(fp) is the number of images with incorrect detection of text, true negative(tn) is the incorrect images with incorrect detection of text and false negative(fn) is the incorrect image with correct detection of text.

The F measure (F1 score or F score) is a measure of a test's accuracy and is defined as the weighted engine returns 30 pages only 20 of which while failing to return 40 additional relevant pages, its precision is 20/30 = 2/3 while its recall is 20/60 = 1/3. So, in this case, precision is "how useful the search results are", and recall is "how complete the results are". To calculate the recall, precision and the f-measure, we use the following formulas.Inter Core i3, 3.2 GHz 4-core CPU, 16G RAM, and Windows 64-bit OS. It was the detection rate of the text and the processing time for detecting the text has shown a vast improvement and accuracy. The proposed method is compared with Yuanwang Wei et al. method, it gives better result reported in Fig 5(a),5(b),5(c), and 5 (d). And also reported in Table 1 about the Detection rate and Processing Time of our method (Extensive segmentation).
To find the performance measure of our method, so as to see whether our method have higher recall value, we perform evaluation which is discussed further in this section. It has high detection rate and reports low processing time compare to Yuanwang Wei et al. and Neumann and Matas method.
In the Table 2 shows that the performance of different algorithms evaluated on the Street View Text dataset and with other language scene image from different datasets has also shown a higher value of recall measure compared with the two existing method.
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Fig 3. Graphical Representation of Detection Rate and Processing Time
Table 1 Character detection rates of different methods on the SVT and other language dataset
	Algorithm
	Detection rate
	Processing Time(s)

	Our method(Extensive

Segmentation)
	0.983
	1.2sec

	Yuanwang Wei et al.
	0.771
	2.2sec

	Neumann and Matas
	0.764
	1.8sec


Table 2 Character detection rates of different methods on the SVT and other language dataset

	Algorithm
	Precision
	Recall
	f-measure

	Our Method(Exhaustive

Segmentation)
	0.164
	0.974
	0.281

	Yuanwang Wei et al.
	0.182
	0.412
	0.252

	Neumann and Matas
	0.191
	0.329
	0.242


We datasets are used for experiments. One is our Street View Text(SVT) containing 350 images from Street viewed text and the other with about 100 images of text with different languages
It which includes English, Tamil, Hindi and Chinese. The datasets consist of a variety of cases, including text in different font-size, font-color, directions and languages, light text on dark background, text on textured background, text of poor quality, etc. The proposed method performs robust on a majority of the scene images.The detection rate and the processing time of our method(extensive segmentation) is shown clearly in the fig 3 with the graphic representation of data. The graphical representation clearly shows that the proposed method (extensive segmentation) achieves low value of Processing Time and high value of Detection rate when compared with other methods. Thus, we can see the vast improvement, speed and accuracy of detecting text using our method. These are all the evidence that our method(extensive segmentation) perform in better result compared to the above two existing methods.
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Fig 4. Graphical Representation of Detection Rate and Processing Time
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Fig 5. Examples of the detected text lines
Fig 5 illustrates some examples of the detected text lines. It can be seen from the results that most of the text is well detected despite of large and small font size, colors and languages. Fig 5(a), 5(b), 5(c) and 5(d) gives some examples of Text Detection in scene images with English, Tamil, Hindi and Chinese language respectively. 

V. CONCLUSION AND FUTURE WORK

The performance of our proposed algorithm give better result compared to the existing methods that we have shown in the result chapter. The experiment results have shown that our proposed method achieve the detection of text in scene images which includes languages such as English, Tamil, Hindi and Chinese. The execution of scene images with Street View Text(SVT) and own other language images demonstrate great performance and an effective change in the detection rate and processing time in the detection of text.
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