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Abstract- Predicting Fault-proneness of software modules is the essential for cost effective test planning. Various studies have shown the importance of software metrics in predicting fault-proneness of the software.Chidamber and Kemerer (CK) metrics suite is the most widely used metrics suite for the purpose of object-oriented software fault-proneness prediction. The current paper is aimed to review various studies available in literature to predict software fault-proneness using CK metrics. 
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I. INTRODUCTION
Fault-proneness of a software module predicts the probability of the presence of faults in it. Fault-proneness could play a key role in quality control of software [1]. Finding faults during the software testing phase is costly and time consuming. The cost effective approach is to estimate and prevent faults at the early stage of software development. It also helps to systematically plan the testing process in advance. Currently majority of the software development is based on object-oriented approach. Fundamental features of object- oriented approach i.e. Encapsulation, Inheritance, coupling and cohesion are key factors to determine fault- proneness of classes [2].
Object-oriented metrics play a very important role toquantify the effect of key factors to determine the fault- proneness. Most commonly used metrics includes the CK metrics suite which includes six metrics Weighted Methods per Class (WMC), Depth of Inheritance Tree (DIT),Lack of Cohesion in Methods(LCOM), Number of Children (NOC), Response for Class (RFC), and Coupling Between Object classes(CBO) [3].WMC of a class is the weighted sum of all the methods defined in a class.DIT of a class is the maximum length from the node indicating that class to the root of the inheritance hierarchy.RFC of a class is defined as set of methods that can be potentially executed in response to a message received by an object of that class.NOC of a class is the count of the number of immediate child classes that have inherited from a given class.CBO of a class is the count of the number of other classes to which it is coupled. LCOM of a class it is the difference between number of pairs of distinct methods that do not share same instance variable and number of pairs of distinct methods that share same instance variable.
This paper is aimed to conduct a review of various studies that aimed to predict fault-proneness of object-oriented software using CK metrics.The rest of the paper is presented into three sections. Section 2 presents the various techniques used for software fault-prediction. Section 3 presents related work in field of fault-proneness prediction using CK metrics. Finally section 4 presents the conclusion of the paper.
II. TECHNIQUES FOR FAULT-PRONENESS PREDICTION
Various techniques are available that are used to predict the fault-proneness of software modules. Many researchers have used these techniques to build various fault-prediction models where software metrics are used as independent variables and fault proneness as dependent variable [4,5,6,2,7,8,9,10]. Brief description of these techniques is as follows.

a) Logistic Regression (LR): LR is the most commonly used technique in literature to predict dependent variable from set of independent variables.It is of two types Univariate LR and Multivariate LR. Univariate LR is a statistical method that formulates a mathematical model showcasing relationship among each independent and dependent variable. Multivariate LR is used to build a prediction model where multiple independent variables are used to determine the collective effect on dependent variable. The main advantage of LR is to handle nonlinear relationship between dependent and independent variables [11,12].

b) Linear Regression: This technique is used to establish only linear relationship between independent and dependent variables by fitting a best line. Linear Regression is of mainly two types Simple Linear Regression and Multiple Linear Regression. Simple Linear Regression is characterized by one independent variable and Multiple Linear Regression is characterized by multiple (more than 1) independent variables.The main advantage of this technique is that it is very simple method. But on the other hand it only models relationships between dependent and independent variables that are linear which is not always possible [13,14].

c) Naive Bayes (NB): Naive Bayes classification is a supervised machine learning technique. It is simple but one of the most effective techniques of the classification. This technique is based on BayesTheoremandassumes that every pair of features being classified is independent of each other. The main advantage of this classifier is that it only requires a small number of training data [15,16].

d)  Principal Component Analysis (PCA): PCA is used as a dimension-reduction toolwhich can reduce a large set of variables to a small set that still contains most of the information in the large set. The main advantage of PCA is lack of redundancy of data given the orthogonal components and the disadvantage is the difficulty in accurate evaluation of covariance matrix while applying PCA [17,18].

III. RELATED WORK

Many authors have investigated the effect of CK metrics on software fault-proneness. Some of the studies available in the literature are presented here.

Basili et al. [19] conducted an empirical validation of CK metrics to investigate the prediction of fault-proneness of a class. Authors concluded that CBO, NOC, RFC, DIT and WMC are significantly correlated with fault- proneness.Ping Yu et al. [20] investigated the relationship between the fault-proneness and ten metrics including CK metrics. Authors concluded that LOC, CBO, NOC and RFC metrics to be the best in predicting the fault-proneness of classes than LCOM and DIT metrics. Gyimothy et al. [18] validated CK metrics for fault-proneness detection using the source code of the open source Web and e-mail suite called Mozilla. For fault-proneness detection authors used Regression and Machine Learning methods to validate the metrics for fault- proneness prediction. It is found that CBO and LOC metrics to be the best in predicting the fault-proneness of classes but DIT metric is untrustworthy and NOC cannot be used at all for fault-proneness prediction. Yuming  et al. [1] also explored the relationship between metrics and fault-proneness. Authors found that CBO, WMC, RFC and LCOM metrics are much better than DIT for any fault severity. Hector M. Olague et al. [21] empirically validated three metric suits (CK, QMOOD, MOOD) to predict fault-proneness for highly iterative and agile software development process over multiple releases of software and concluded that CK metrics have been better and more reliable predictor of fault proneness than the MOOD and QMOOD metrics. Aggarwal et al. [6] conducted an empirical validation of twenty six metrics including CK metrics to investigate the effect of individual and combined metrics on fault proneness. The study established the relationship among various metrics and found many metrics provide redundant information. Yuming Zhou et al. [1] investigated the ability of complexity metrics to predict fault-prone classes and concluded that LOC and WMC are better fault predictors than standard deviation method complexity (SDMC) and average method complexity (AMC) metric.Malhotra et al. [7] investigated the relationship between nineteen object oriented metrics including CK metrics and fault-proneness of a class. Out of nineteen metrics eight metrics LOC, WMC, CBO, RFC, Number of public Methods (NPM), Cause & Effect (CE), Average Method Complexity (AMC) and Cohesion Among Methods of Class (CAM) found the best predictors of fault proneness. 

IV. CONCLUSION

This research paper reviewed many studies carried out by various researchers for fault prediction using CK metrics. The review shows that some of the CK metrics are good predictor of fault-proneness of classes. As per many reviews LCOM and DIT are good predictor. Also various types of techniques are discussed which are used for fault prediction in the literature.
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