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Abstract— Combinatorial Algorithm frequently called Combinatorial Computing, deals with problem on how to carry out computations on discrete mathematical structures. It is all about finding patterns or arrangements that are best possible ways to satisfy certain constraints. Popularity of Combinatorial Algorithm is increasing day by day because outside the traditional areas of applications of mathematics to the physical sciences, discrete mathematical structures (e.g. permutation, graph etc.) occur more frequently than continuous ones, and the fraction of all computing time spent on problem that arise in the physical science is decreasing. Starting about 1970s, computer scientists experienced a phenomena called “Floyd’s Lemma”: problems that seemed to required n3 operations could actually be solve in O(n2); problem that seemed to require n2 time could be handled in O(nlogn) and also nlogn was often reducible to O(n). Besides this, running time of O(2n) can be reducible to O(1.5n) to O(1.3n) etc. Thus, though unlike other fields Combinatorial Algorithm does not have a few “fundamental theorem” that form the core of the subject matter and from which most of the result can be derived, the art of writing such algorithm in a tricky way or improvement of existing algorithms rather improvement in processor speeds, can save years or even centuries of computer time. Having back and forth over the territory of the Combinatorial Algorithm so often, the author is now charged to prepare the paper for looking the field from our view point in a nutshell with a special emphasize on Graph and real life applications of graph algorithms in the areas like network routing, information security, vulnerability analysis, storage of data and Coding and Information Theory.
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I. Introduction
Algorithm is the finite set of rules that gives a sequence of operations for solving a specific type of problem. The word algorithm comes from the name of a Persian mathematician, A.J.M. ibn Musa al Khowarizmi. Design and analysis of efficient algorithm is a very important aspect because it is the main of computer science. The notion of algorithm is basic to all of computer programming. An algorithm has five important features. They are in short, Finiteness, Definiteness, Input, Output, and Effectiveness [1,2].
A Graph G is a triple consisting of a vertex set V (G), an edge set E(G), and a relation that associates with each edge two vertices (not necessarily distinct) called its endpoints [28].
This Paper mainly focuses on classification of combinatorial algorithms with respect to graph algorithms. Also it consists of various real world graphs and the application of graph and graph algorithms in the areas like network routing, information security, vulnerability analysis, storage of data and Coding and Information Theory.
The work is organized as follows: section II contains algorithms and their classification based on graph. Section III and section IV depicts some real world graphs. The detailed applications of graph algorithms in real world have been given in section V. Finally, section VI concludes the article. 

II. Algorithm and its classification:
There are various ways of classify algorithm. We have classified algorithm in five different categories. The broad categories are algorithm by implementation, algorithm by design paradigm, algorithm by representation of data, algorithm by field of study and algorithm by complexity. They are in detail depicted as follows:
2.1 Algorithm by implementation:
The algorithm can be classified according to their basic principles.

2.1.1. Recursive or iterative: 

Recursive algorithm repeatedly calls itself until a certain condition (also called termination condition) matches. Iterative algorithm use repetitive constructs like loops. Some problems are better suited for one implementation or some for other [3] [4].

2.1.2. Serial, Parallel or Distributed: 

This classification purely depends on the computer architecture. Computers that execute one instruction of an algorithm at a time are called serial computers. Algorithm designed for such environment is called serial algorithm [5]. Parallel algorithm takes the advantages of computer architecture where several processors can work on a problem at the same time and distributed algorithm utilize multiple machines connected with a network [6]. In both parallel and distributed algorithm, problems are divided into sub problems and pass them to several processors or machines [7]. 

2.1.3. Deterministic or Non Deterministic:

The output for the same input is always the same irrespective of place and time for deterministic algorithm; e.g. sorting algorithm, searching algorithm, finding minimum spanning tree in a weighted connected graph [8]. In nondeterministic algorithm different outputs can be obtained with the same set of inputs while using the same algorithm, e.g. Travelling Salesman Problem [9].

2.1.4. Exact or Approximate:

An exact algorithm [10] that finds the exact or true solution while next one finds the solution close to the true solution (also called optimum solution) [11].

2.2. Algorithm by Design Paradigm:

Some common design paradigms, each of them different from other are described below:

2.2.1 Exhaustive Search:
This method tries every possible solution to see which the best is. Like eight queens [12] puzzle all possible arrangements of 8 pieces on the 64-square chess board will be examined and for each arrangements check whether each piece (queen) can attack another. But there are [image: image2.png]


 or 4, 426, 165, 368 possible arrangements but only 92 possible solutions.

2.2.2. Divide and Conquer:
A divide and conquer algorithm repeatedly reduces the instance of the problem to one or smaller instances of sub problems until the instances are small enough to solve the whole problem. It is a top down approach [13].
2.2.3. Dynamic Programming:
It solves the problem by breaking it down to simpler sub problems, solving each sub problem just once and storing their solutions ideally using a memory based data structure. When next time the same sub problem occurs, instead of recomputing their solutions, one simply looks into previously computed solution. This is called “memorization”. This is a bottom up approach, e.g. Travelling Salesman Problem [14].

2.2.4. Transform and conquer:
This technique solves the problem by transforming it into a better known problem. Of course, the goal is to find the reducing algorithm whose complexity will not surpasses the resulting reduced algorithm [15].

2.2.5. Search and Enumeration:

This algorithm tries to find items with specified properties among a collection of items that are coded into computer programs, e.g. finding Hamiltonian Circuits of a graph etc. Enumeration counts the number of that specified items, like- counting Hamiltonian Circuits of a graph [16]. This can be solved using Branch and Bound technique and Backtracking technique.

2.2.6. Randomized Algorithm:

This algorithm makes some choices randomly in each step. Mainly this type of algorithm is better where finding exact solutions are impractical [17].

2.2.7. Greedy Algorithm:

A greedy algorithm always makes the choice that looks best at the moment. It makes a locally optimal choice in the hope that this choices will lead to a globally optimal solution, e.g. Prim’s, Kruskal’s Algorithm for finding Minimum Spanning Tree [18].

2.2.8. Heuristic Algorithm:

Heuristic is a “Rule of Thumb”. This technique is designed for solving a problem more quickly when classic methods are too slow or for finding an approximate solution when classic methods fail to find any exact solution. Though it does not guarantee optimal solution, all that can be said for a useful heuristic is that it offers solutions which are good enough most of the time [19].

2.2.9. Approximation Algorithm:

An approximation algorithm for a problem is an algorithm that generates approximate solution for the problem. Though it may fail to find optimal solution, it always provides some solution which is related to optimal solution by a bound of some kind [20].

2.2.10. Meta Heuristic:

A meta heuristic [21] is an iterative generation process which guides a subroutine heuristic by combining intelligently different concepts for exploring and exploiting search spaces using learning strategies to structure information in order to find efficiently near optimal solution. There are various types of meta heuristics like- Local Search or Global Search, Single Solution or Population based Solution, Hybridization or Memetic Algorithm, Parallel Meta Heuristic, Nature Inspired Meta Heuristic.

2.3. Algorithm by Representation of data:

By representation of data [2], algorithm can be classified into two categories namely.

2.3.1. Continuous Algorithm:

This algorithm operates on data that represents the continuous quantities. The data is represented by discrete approximations. These problems arise in numerical analysis.

2.3.2: Combinatorial Algorithm:      

This algorithm is the main concern of our studies. The detailed description of this is introduced in the previous section. Mainly some questions can arise while studying combinatorial algorithms.

i) Existence: Are there any arrangements P that conform to the pattern? e.g. Subset Sum Problem, finding  Proper k-coloring of a graph.  

ii) Construction: If so, can such a P be found quickly? e.g. generating all permutations, generating all combinations, generating all Set partitions, generating all trees

iii) Enumeration: How many different arrangements P exists? e.g. Compress representation to generate all such patterns quickly like Binary Decision Diagrams. 

iv) Generation: Can all arrangements P1, P2,… be visited systematically? e.g. counting number of ones in a Bit string.

v) Optimization: What arrangements maximize or minimize f(P), given an objective function f? e.g. Travelling Salesman Problem, Bin Packing Problem.
2.4: Algorithm by Field of Study:
Every field has its own problems and needs efficient algorithms. Fields may overlap with each other and algorithm developed for one field may improve the solution of another field. There are some classes of algorithms like Searching Algorithms, Sorting Algorithms, Graph Algorithms, Medical Algorithms, Machine Learning, Cryptography, Data Compression Techniques etc. that are applicable for various field of study.
2.5. Algorithm by Complexity:
By complexity algorithm can classified mainly in two problems.
2.5.1. Undicidable Problem:
Problems that do not have any known time complexity are called undecidable problems; e.g. Halting Problem. It tells that whether a given program (A) will terminate for a given input (B), i.e. whether can we have a program which when supplied with A and B will tell us in finite amount of time that A terminate for the input B. Goldbach’s Conjecture that tells that every even integer greater than two is sum of two prime integers. It is unsolvable because we have infinite number of integers. Other problems are reachability problem on infinite graph [22].
2.5.2. Decidable Problem:
Decidable problems mainly have known time complexity. They are of three types.
2.5.2.1. Decision Problems:
In this class of problem the output is either ‘yes’ or ‘no’. For example, given two numbers x and y, does x evenly divide y?

Two important classes of decidable problems are P and NP.
2.5.2.1.1. Class P: 
P is the class of decision problem that can be solved in polynomial time algorithm or in the other have deterministic polynomial time algorithms, e.g. sorting, searching, shortest path finding etc.
2.5.2.1.1.2. Class NP:
This is the class of decision problems solvable by non-deterministic algorithms in polynomial time. 

This problem can have mainly two classes:
2.5.1.2.1 Class NP-Complete:

A decision problem C is NP-Complete if 

i. C is in NP and

ii. Every problem in NP can be polynomial time reducible to C.

There are lots of problems in this class like Graph 3-colorability problem, finding all spanning in a graph, finding maximum clique of a graph etc [23].
2.5.2.1.1. Class NP Hard:
A decision problem C is NP-Hard when for any problem L in NP, there is a polynomial time reduction from L to C. Halting problem depicted above belongs to NP-Hard class [24].   
2.5.2.1.2. Counting Problem:
The output of this class of problem is a natural number [25]. For example, how many distinct factorization of a given number are there?
2.5.2.1.3. Optimization Problem:
This class of algorithms optimizes some objective function based on the problem instance. For example, finding minimum spanning tree in a weighted connected graph is an optimization problem. For every optimization problem, we have a corresponding decision and counting problem [26].
There exist various subfields of combinatorics like Enumerative Combinatorics, Analylic Combinatorics, Partition Theory, Graph Theory, Design Theory, Finite Geometry, Order Theory, Metroid Theory etc. Among them in this paper we will mainly emphasize on Graph Theory and its various real life applications.
III. Graph
Many  real  world  problems  can  be  formulated  in  terms  of  graph  by  taking  it  as  a  mathematical  tool such  that  solving  the  later  problem  can  give  a  suitable  solution  to  the  former  one.For  instance,  the psychologist Lewin proposed that the „life space‟ of a person can be modeled by a planar graph, in which the  faces  represent  the  different  environments  [27].  As observed by D.E. Knuth [2] graph theoretical terminology and graph theorist are numerically comparable at this time. The field graph theory [28] started its journey from the problem of “Koinsberg bridge” in 1735.Graph algorithms can be treated as unified solution approach in many classical and modern application areas. The main concern is to  design  and  adapt the  art to  various  and  numerous  areas  of  real  life  industrial  and engineering problems. 
IV. Examples of Some Real World Graphs [29]
4.1. Social Graph:
A representation of the interconnection of relationships in an online social network, where nodes are actors and edges are relationship between them.
4.2. Call Graph:
A graph used to model calls where each telephone number is represented by a vertex and each telephone call is represented by an edge. When we are interested in who calls whom then we can use directed multigraph, otherwise undirected graph can be used.
4.3. Biological Network:
Graph representing protein and protein interactions.
4.4. Ecological Network:

A representation of the biotic interactions in an ecosystem, in which species (nodes) are connected by pairwise interactions (links).
4.5. Web Graph:

Represented by a directed graph, in which the vertices represent web pages and directed edges represent links from one page to another.
4.6. Chemical Network:

A representation of atoms and their bonding, where vertices represent atoms and edges bonds.
4.7. Program Flow Graph:

Graph representation of computation and control flow in the program. 
4.8. Utility Graph:
Three Utilities Problem: 

Suppose, there are three cottages on a plane and each needs to be connected to the gas, water, and electricity companies. Without using a third dimension or sending any of the connections through another company or cottage, is there a way to make all nine connections without any of the lines crossing each other?

This problem can be map to a complete bipartite graph K3,3 called Utility Graph and can be used to show that the above problem is unsolvable as the graph is non-planer. 
4.9. Roadmaps:
Graphs can be used to model roadmaps where vertices represent intersections and edges represent roads. Undirected edges represent two-way roads; directed edges represent one way roads etc.
V. Applications of Graph and Graph Algorithms
5.1. Computer Network:
Computer networks are extremely popular in today’s life.  In  computer  networks  nodes  are connected  to  each  other  via  links.  This final network of nodes forms a graph.
5.1.1. Routing: 
In computer network graph is used to form a network of nodes and enable efficient packet routing in the network.  This  includes  finding  the  shortest paths  between  the  nodes,  analyze  the  current network  traffic  and  find  fasted  root  between the nodes, finding cost efficient route between the  nodes.  Standard algorithms such as Dijkstra’s algorithm, Bellman-Ford algorithm are used to in the various ways with graph to find the solutions [30].    

Finding QoS aware optimal route in Mobile ad hoc network (MANET) is very difficult due to dynamic topology, limited resources, and limited energy of nodes. S. Radhakrishnan et al. [31] proposed a distributed algorithm that adapts to the topology by utilizing spanning trees in the regions where the topology is stable, and resorting to an intelligent flooding-like approach in highly dynamic regions of the network. In [32,33,34,35,36,37] author proposed some nature inspired swarm based intelligent QoS aware routing protocols for MANET and theoretically showed some improvements over the existing QoS aware routing protocols.


Besides this, various graph theoretic approaches can be used to solve the problems of power consumption, coverage and congestion of wireless sensor networks [38].

Graph searching [39] becomes very popular in recent days especially in the field of social network. But often symmetries of graphs (often called graph automorphism) can complicate combinatorial searching algorithms. Such obstacles can often be removed by detecting and breaking symmetries early [40, 41]. 
 5.1.2. Information Security:
Providing Information Security is the practice of defending information from unauthorized access, use, disclosure, disruption, modification etc. It is a general term that can be used regardless of the form the data may take (electronic, physical etc.) [42]. There can be many facets of information security. This work mainly concerned with information security using “proper designing of Ciphers”, “cryptography’, “steganography”, “zero knowledge proof” protocol, “Anomaly Detection”, “Graph Anonymization” etc. 
5.1.2.1. Security using Cryptography:

Cryptography is the art of codifying messages, so that they become unreadable to provide information security [43]. The word cryptography comes from the Greek word "Kryptos", that means hidden, and “graphikos” which means writing. It is the transformation of readable and understandable data into a form which cannot be understood in order to secure the data [44]. So it is very necessary to design an efficient encryption algorithm. An encryption algorithm is computationally secure if it cannot be intruded with the standard resources.  Graph can be used in encryption and decryption [45]. In [46], graph is used as the encryption key. The concept of Graph Automorphism can be used to design a constraint based cryptographic protocol. So, authors have designed a graph based modified secure classical Data Encryption Standard algorithm (GMDES) [47] based on partial symmetric key. The advantages of this algorithm are (a) it is not fully depended on secret key and produces different cipher text by applying same key on the same plain text which can prevent various types of malicious attacks, (b) if intruder can identify the secret key then also due to the huge search space of the key it is practically not possible to decrypt the required cipher text, (c) it can prevent Replay Attack, Chosen Cipher text Attack, Cipher text only Attack, Chosen Plain text Attack, Brute force Attack, Man-in-the-middle Attack etc., (d) in this algorithm a secure mapping table is used which is encrypted with senders private key, so at the time of decryption only authenticated receiver can decrypt the required cipher text, (e) our algorithm requires less encryption time than classical DES algorithm but the decryption time is depends on the receiver.  
5.1.2.2. Security using Steganography, Watermarking and Fingerprinting:

The word “Steganography” comes from the Greek words “Steganos” meaning covered, concealed, or protected and “Graphein” meaning writing [48]. So, this is an art of concealing a file, message, image or video within another file. In recent days, graph theoretic approach to steganography has become very popular [49, 50]. Here, a graph is constructed from the cover data and the secret message and ultimately the steganographic embedding problem is reduced to the well known combinatorial problem of finding a maximum matching in graph. Steganography can be used for digital watermarking, where a message (being simply an identifier) is hidden in an image so that its source can be tracked or verified. 

Graph theoretic approach can be used to design software watermark in robust fashion [51]. This method works with control/data flow graphs and uses abstractions, approximate k-partitions, and a random walk method to embed the watermark. Graph based IP protection schemes are also classical [52]. This scheme uses a generic graph corresponding to a digital system design and watermarking of the graph and its encryption are achieved using a new linear feedback shift register (LFSR)-based locking scheme. Various Constraint based techniques have been used in designing watermarking Intellectual Properties (IP), e.g. graph coloring based IP protection scheme [53], SAT based IP protection scheme [54] etc. In another point of view, there are some graph based algorithms that produces same watermarked graph with the different messages or signatures. This violates the uniqueness of the watermark [55].

Graph theoretic approach of software Fingerprinting are there [56] which is a form of watermarking in which an individualized mark is embedded into a copy of the media.

5.1.2.3. Security using Zero Knowledge Protocol:

Zero Knowledge Protocol is an interactive proof system where one party (Prover) proves a statement to another party (Verifier) without yielding anything beyond the validity of assertion. Now-a-days, communication protocols are vulnerable to impersonation attack and the performance of the protocol degrades because without proper security, any time an eavesdropper or an intruder may listen in on the communication. Zero Knowledge protocol tries to cope with this type of situation. Graph Isomorphism [57], 3-coloring Problem [58], Hamiltonian Cycle Problem [59] etc. can be used to design efficient Zero Knowledge Protocol [60]. 

5.1.2.4. Security using Anomaly Detection:
A thing, situation etc. that is different from what is normal or expected is called Anomaly. Graph Anomaly detection is analogous to finding intentional or unintentional ambiguity in the data patterns represented as graph.  Since Graph based Anomaly detection is an open problem, authors concentrated mainly on existing techniques to find the truth value of the real life problems. In work [61] anomaly detection methods for detecting anomalous data where data represented as graphs are depicted in a nutshell and it contains a short review of recent existing graph based anomaly detection methods and its outcomes. Also some real world applications of graph based anomaly detection methods have been given with future directions to improve the approach of detecting anomalies in data in short. 
5.1.2.5. Security using Graph Anonymization:
The Graph Anonymization problem can be stated as, given a graph G, asks for the k-degree anonymous graph that stems from G with the minimum number of graph modification operations. It is a well known problem [62] and the technique [63] applied for social network graphs can help in privacy preserving network publication.
5.1.3. Vulnerability Analysis: 
In communication network a greater degree of stability or less vulnerability is very much required for better communication. A network can be represented as graph where the node represents the communicating entity and the edges represents the communication links between them. If some of the network nodes disrupted then the effectiveness of the network becomes very less and it becomes more vulnerable. As a consequence there exits some graph parameters which can quantify the vulnerability of the network.  There are many graph theoretic parameters for measuring vulnerability of network like connectivity, integrity, toughness, binding number, tenacity etc. [64]. Among them, “Integrity” [65] measures of the network which is one of the most important graph parameters for measuring vulnerability. The integrity I(G) of the graph G is 
given by I(G) = 
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where m(G) denotes the maximum order of a component of a graph G. But measuring graph Integrity is a NP-Complete problem.
5.1.4. Graph of Things: 
The Internet of Things (IoT) with billions of connected devices has been generating an enormous amount of data every hour. Connecting every data item generated by IoT to the rest of the digital world to turn this data into meaningful actions will create new capabilities, richer experiences, and unprecedented economic opportunities for businesses, individuals, and countries. However, providing an integrated view for exploring and querying such data at real-time is extremely challenging due to its Big Data natures: big volume, fast real-time update and messy data sources. To address this challenge a unified intsegrated and live view for heterogeneous IoT data sources using Linked Data, called the Graph of Things (GoT) has been introduced in [66]. GoT is backed by a scalable and elastic software stack to deal with billions of records of historical and static datasets in conjunction with millions of triples being fetched and enriched to connect to GoT per hour in real time. 
5.2. Data Storage:
5.2.1. Graph Database:
Gathering huge amounts of complex information (data and knowledge) is very common nowadays. These calls for the necessity to represent, store and manipulate complex information (e.g. detect correlations and patterns, discover explanations, construct predictive models etc.). Furthermore, being autonomously maintained, data can change in time or even change its base structure, making it difficult for representation systems to accommodate these changes. Current representation and storage systems are not very flexible in dealing with big changes and also they are not concerned with the ability of performing complex data manipulations of the sort mentioned above. On the other hand, data manipulation systems cannot easily work with structural or relational data, but just with flat data representations. So, to bridge the gap between the two, a new type of database structure called Graph Databases (GDB) has been introduced based on a natural graph representation. In [67] author shows that Graph Databases are able to represent as graphs any kind of information, naturally accommodate changes in data, and they also make easier for Machine Learning methods to use the stored information.
5.2.2. Graph Partitioning in database design:
Graph partitioning is a technique to distribute the whole graph data as a disjoint subset to a different device. The need of distributing huge graph data set is to process data efficiently and faster process of any graph related applications. A good graph partitioning algorithm always aims to reduce the communication between machines in their distributed environment and distribute vertices roughly equal to all the machines. It is used for efficient query design of graph database [68].    

5.2.3. Graph Compression:

Nowadays, graphs are everywhere. Examples are social networks, communication networks, biological networks and World Wide Web. With the development of technology and the discovery of new knowledge, the size of these graphs becomes larger and larger. Some graphs contain millions or even billions of nodes and edges. Such a bulky graph presents new challenges to graph mining. One issue is that a huge graph may severely restrict the application of existing pattern mining technologies. Additionally, directly visualizing such a large graph is beyond our capability. To tackle these large number of nodes and edges compressed graph comes in the scene which conserve the characteristics of the original graph. It can be easily visualized and the goal of compressing a graph is to make the high-level structure of the graph easily understood. Therefore, informative graph compression techniques are required and have wide application domains [69,70]. Other facet is the impossibility to reduce the complexity of the algorithms for graph query answering (e.g., graph pattern matching) has pushed many researchers to devise alternative solutions for improving performance. One of them is to reduce the size of the input by transforming the original graph into a smaller graph.
5.2.4. Storage Space Minimization:
In the age of Big Data an open problem and an important research aspect in recent days is to store huge volume of data in a minimum storage space by utilizing available resources properly. As there is a close relationship between this problem and the famous NP-Hard combinatorial optimization problem, authors [71] try to design an heuristic algorithm to cope with the one dimensional offline bin packing problem. The goal is to assign each item (data) to bins (available storage space), such that total weight of the items in each bin does not exceed the capacity C and the number of bins used for packing all items is minimized. This problem also has several applications in real world, among them resource and storage space minimization is one facet. Some formulations of real world storage minimization problem usin-g Bin Packing Problem are as follows: i) Placing computer files with specified size into the identical disk with same capacity with constrained that each file must be entirely on one disk. The objective is to minimize the number of disks needed for the set of files. This can be formulated using Bin Packing Problem where items are files, disks are bins and disk capacity is the bin capacity which is fixed. The problem is to minimize the number of bins. ii) Server Consolidation is an approach to the efficient usage of computer server resources in order to reduce the total number of servers or server locations that an organization requires. In this case, existing servers can be treated as items, resource utilizations are item sizes, bins are destination servers and the bin capacity is the utilization threshold of the destination servers. The goal is to minimize the destination servers and maximizing resource utilization. With one resource the problem is same as one dimension Bin Packing Problem. 
In another view since in most of the cases minimized circuit should be less expensive to build than the unminimized version and minimized networks will be faster (have fewer propagation delays) than unminimized networks. So it is very much necessary to represent the Boolean function in a compressed form such that the circuit takes less space i.e in minimized form. Keeping the need in mind authors has considered the two-level logic minimization problem which is a classical problem. The problem is, there is a Set U={u1,u2,…un} of variables and the instance contains complete truth table, i.e. disjoint sets A and B [image: image5.png]
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B = {1,0}n. The objective is to minimize the given Sum of Product (SOP) function such that for all truth assignments in A the outcome of the function is true and for all false assignments in B the outcome is false. In the field of optimization problem heuristic technique is one of the important parts. Authors have developed a heuristic algorithm [72] for Boolean SOP function minimization taking the advantages of implicit representation of the graphical data structure Binary Decision Diagram (BDD). A BDD is the compact and canonical representation of Boolean functions and with proper variable ordering the size of the BDD increases linearly with the number of *variables. In this method, at first a heuristic has been designed to minimize the number of disjoint cubes by proper reordering of the variables and minimizing number of 1-paths of BDD. But it does not necessarily give the minimum cover. Thus, a minimum cover with the help of divide and conquer technique has been proposed to produce a near optimal solution. 
5.3. Coding and Information Theory:
Information is nothing but a sequence of symbols. The symbols themselves have no possible meanings and all that assumed is that they can be uniquely recognized. “Sending information from here to there” (transmission of information) is exactly the same as “Sending information now to then” (storage of information). Both these situations occur when handling with the information. The essential thing is to encode the information for efficient storage as well as reliable recovery in the presence of “noise” [73]. To protect the information from unauthorized access security of information is needed. For maintaining consistency and accuracy, information integrity is necessary and as symbols are uniquely represented by codes, there is a need for storage of codes in minimal space to increase the efficiency.
In Coding theory point of view graph can be used to design linear block codes. The circuit matrix (or cut-set matrix) of a linear graph ‘G’ generates a binary linear code of distance ‘d’ and length n-an (n, d) code-where n is the number of branches in G and d is minimum number of branches in a circuit (or a cut-set) of G [74]. Such code is referred to as graph theoretic codes. The main problem in coding theory is to find good code (n, M, d) [n=total length of a code, M= efficiency, d=distance] that has small n (for fast transmission of messages), large M (to increase efficiency) and large d (to correct many errors).This is very useful for post quantum cryptography.
For probabilistic decoding of LDPC and turbo codes in belief network Factor graph is used. The bipartite graph can also be used in Query Log Analysis, which is used for improve search engine capability [75]. 
Generally in modern coding theory Bipartite graph is used for decoding the code words, which are, receives from the channel. For example Factor graph and Tanner graph is manly used for decoding the code. Tanner graph is an application of bipartite graph so, vertices are divided into two parts in which first bipartition represent the digit of code word, and the other side bipartition represent the combination of digits that are expected to sum zero in a code word without errors [76].
Network coding [77] is a networking technique in which transmitted data is encoded and decoded to increase network throughput, reduce delays and make the network more robust. In network coding, algebraic algorithms are applied to the data to accumulate the various transmissions. Graphs are also used in this field also.
VI. CONCLUSION
This article gives a detailed classification of combinatorial algorithms specially based on graph and graph algorithms. Also to prove the importance of the graph based algorithms some real world applications of these algorithms has been brought into the limelight.  In future author will try to bring more applications of graph algorithms that may help the human being.
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