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Abstract - Web Mining is an interesting domain in information processing that includes a large variety of applications i.e.
recommendation system design, next user web page prediction, navigational pattern analysis and others. In this paper a new
hybrid clustering algorithm is proposed and implemented using Genetic algorithm and K-NN algorithm and the implementation
of desired algorithm is given using a web recommendation system which analyze user navigational pattern from web server
access log file and recommends the next user web page. The performance of the designed system is evaluated and listed in this
paper. According to the results, the proposed hybrid approach is efficient and effective for the given application domain.
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I. INTRODUCTION

Web is a rich source of information and knowledge, and this
data source is scalable. However, the growth of web data
found in unstructured manner. Web data is found in three
different places, over server access log, in content of web
pages, and in organization of web pages. The Web data is the
collection of data related to the web addresses, time of the
request and response, type of the operating system and
browser, agents used, status codes and methods used as get or
post. As the web log contains variety of information, which
may include noisy data, redundant data and some unuseful
information. This is the huge collection of Web
data[1].Therefore, there must be some technique, which
retrieves useful information in short span of time. In order to
overcome this problem, the data mining techniques are
available which extract useful information from the huge web
log. Data mining techniques like association rules, sequential
pattern mining, classification and clustering. In the past,
classification techniques were used in web usage mining.
However, due to the difficulty of labeling large quantities of
data for supervised learning, clustering has been adopted.
Clustering is unsupervised classification technique and
domain independent so it can be applied to many different
domains. Most of the methods used during pattern discovery
phase are same as those applied to other data mining tasks.

There is immense of information available on the web so the
user finds it difficult to get relevant information in short span
of time. The recommendation system helps the user in their
activity by suggesting some items of user’s interest. These
systems require analysis of the web log in order to find the
web items of user’s interest. There are many techniques
available to analyze the user’s behavior or web
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log[2]. Among them clustering is most widely used to discover
patterns. Clustering is needed in web log in order to
distinguish similar items and dissimilar items in the web log.
Clustering divides the whole web data into clusters. The items
in one cluster resemble some similarity among them but are
different to the items in the other clusters[3].The rest of paper
is organized as follows. Section II presents a review on
existing clustering techniques. Section III provides description
about K-NN algorithm. Section IV describes genetic
algorithm. Section V, presents the proposed methodology,
Section VI, and provides the result analysis of proposed
methodology. Section VII concludes the paper with future
work.

II. LITERATURE SURVEY

Recommendation systems are the systems that guide the web
users in their browsing activity by suggesting some web items
that may be of their relevance. These systems analyze the web
user browsing history in order to find the most accessed web
site in their previous sessions[4].These systems use this
information to provide suitable recommendations.

Clustering is the process of dividing the entire data set into
small groups of data items .These group contain data items
that resembles some common property among items of same
group but dissimilar to the items in the other groups. These
groups are referred as clusters.

A. K-Means Clustering Algorithm

In order to solve clustering problems K-means algorithm
introduced. It is an unsupervised partition algorithm. It
initially assigns k cluster centers to the data set, one for each
cluster. The distance of every point in the data set to the
cluster centers is calculated. The points that have smaller
distances to a cluster centre are grouped into a cluster
containing that cluster centre. Now the mean of all the points
in the cluster is calculated to obtain new cluster centers for
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each cluster. The process of forming new cluster centre
continues until k cluster centre position becomes stable. This
algorithm aim to minimize the sum of the squared distances to
the cluster centres. This algorithm has problem with different
cluster size and density [5].

B. Hierarchical Clustering Algorithm

This algorithm creates a hierarchy by either dividing or
combining clusters. It uses top down or bottom up approach to
form a hierarchy. It takes set of objects and finds distance
among these objects each pair of objects with smaller distance
is combined to form one cluster and this process continues
until a single group containing all objects is formed. Now all
the distances between pair of clusters is maintained in a metric
and is updated with every merging of clusters. There are
various forms of agglomerative hierarchical clustering. If the
distance between the members of two clusters is maximum,
average and minimum then linkage is complete, average and
single respectively. This algorithm has some advantages as
any form of similarity or distances are easily handled,
applicable to any attribute type, embedded flexibility
regarding a level of granularity and easily adapt to any
function [6].

III. K-NN ALGORITHM

K-NN is a supervised classification technique. It classifies
unlabeled objects based on their similarity with objects in the
training set. It computes distance between the unlabeled data
points and the training data points to find the closest points.
As it is non-parametric, it does not make assumptions on the
data distribution. This algorithm is not interested to use
training data points to generalize. It uses training data points
for testing purpose. This technique has uses in various areas
like pattern recognition, nearest neighbour based content
retrieval, gene expression, protein—protein interaction and 3D
structure prediction [7].It is also used to measure the distance
between two points using some distance functions such as
Euclidian distance and Absolute distance.

Suppose given a data set containing n scenarios and each
scenario having m features. Now for each feature, feature
deviation is calculated. The feature whose deviation is
minimal is the best feature in the data set.K-NN is also used to
measure the dissimilarity and similarity among the
individuals. The dissimilarity is measured using either
Euclidian distance or absolute distance. The similarity is
measured using correlation coefficient.

IV. GENETIC ALGORITHMS

Genetic Algorithm is a subset of evolutionary algorithm. Its
working principle resembles the evolution of species. It can
perform searching on complex and large data set. Genetic
Algorithm can be applied to clustering and optimation
problems [8]. It accepts a large population of all possible
solutions and solution with the best fitness value propagate to
the next generation. The steps involved in this process are as
follows.
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A. Generate initial population

The large and complex data set constitute the population. It
contains all the possible solutions to the given problem. Each
solution is represented in the form of a string. Each individual
string of population is encoded in the binary bits 0 & 1.

B. Calculate Fitness Value
The fitness value of each individual string is calculated. The
user defines the fitness function according to the specified
problem. It evaluates the ability of each individual to produce
the best individuals for the next generation.

C. Selection

Among all the individuals of a population, the individuals are
randomly selected to pass through the process of crossover
and mutation. The individuals with good fitness values are
directly forwarded to the next generation and this process is
called elitism.

D. Crossover

The selected individual strings exchange some part of their
string to produce new individual strings. Therefore, the new
individual strings are the best possible combination of their
parent strings. However, some combinations might not
produce good individual strings. Therefore, these are passed
to the mutation operator.

E. Mutation
Some of the random changes made in the new individual
strings by flipping binary bits from 0 to 1 & 1 to 0.This
process ensure diversity among the individual strings
F. New generation
The new individuals produced from crossover and mutation
operations are combined with elite individuals to form the
new generation. This process continues until the required
solution is obtained [9].

V.  HYBRID APPROACH
Web Recommendation system predicts the next web pages for
the user by analyzing the web access log. Genetic algorithm
analyses the navigational behavior of user and finds the most
accessed URL. Genetic algorithm takes the web access log as
the initial population. It processes all the possible solution
available in the population and after successive number of
generations, the algorithm returns the fittest or the desired
solution [10].As the individual reaches the desired fitness
value, the algorithm gets terminated. The execution of this
algorithm consumes more resources and affects the efficiency
of the algorithm. In order to improve the performance of
genetic algorithm, the population size is required to reduce.
The initial population of genetic algorithm can be reduced by
removing some of the sequences which are unutilized and
impossible solution. KNN algorithm is employed for this
purpose.

The proposed algorithm is a hybrid algorithm, which is

designed using genetic algorithm and KNN algorithm. Where
the processing steps are inherited from genetic algorithm and
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the distance measurement and sequence elimination process is
derived using KNN algorithm. The hybrid algorithm takes the
web access log as the initial population. The size of the
population is reduced using KNN algorithm. It calculates
distance among all the individuals of population using
distance function.

D(x,y) = Xi=olxx — ¥l (D

The individual sequences whose distance is greater than 0.5
are removed from the population. As these individuals get
unutilized and cannot form the desired solution. Now the
search space is reduced so the hybrid algorithm can obtain the
desired solution in lesser time than the traditional genetic
algorithm. Thus, the proposed system can be summarized
using the given below steps.

Process:
1. Randomly generate initial population
2. In generated population

a. Pick two sequences randomly

Vol.-2(4), pp (6-11) April 2014, E-ISSN

b. Evaluate distance using
sequencey,
c. if distance > 0.5 then
d. remove a sequence
e. endif
3. Termination condition is checked.
4. Apply genetic operators as selection,
and mutation.
5. New generation is obtained.
6. Remove impossible set of sequences.

7. Gotostep 3

Web access log

.

Filtered log

\ 4

Genetic algorithm
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sequence, —
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Figure 1
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Figure 2 Algorithm Flow Chart

VI. RESULTS ANALYSIS

The performance parameters such as accuracy, error rate,
memory used and time consumed are used to compare the
performance of genetic algorithms and hybrid approach.

A.  Accuracy
This parameter indicates the accuracy of the decision found
by the system and evaluated using the following formula.

Total correctly classified samples

Accuracy = X100 (2)

Total samples to classify

Error Rate

B.
@
;’/'Q] CSE ©2014, IICSE All Rights Reserved

Error rate of the system indicates the error probability, which
is found during the analysis by the system and evaluated
using the given formula.

Error rate = 100 — accuracy% 3)

C. Memory Used
The memory used provides the information how much
memory is consumed during execution of the system.

D. Search Time

Search time is another performance parameter that indicates
that for finding any suitable code block how much time is
consumed by the system.
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