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Abstract—As virtualization proceeds to gotten to be increasingly well known in enterprise and organizational networks,
operators and administrators are turning to live rearrange of virtual machines fat that point a pick up the purpose of work notice
adjusting and management. However, the security of live virtual machine rearrange has yet to be analyzed. This paper looks at
this poorly explored range and endeavors to empirically illustrate the significance of securing the migration process. We start by
defining and investigating three classes of dangers to virtual machine migration: control plane, data plane, and rearrange module
threats. We at that point show how a malignant party utilizing these assault frame meets expectations can exploit the latest
versions of the well-known Xen and VMware virtual machine monitors and present an instrument to automate the control of a
visitor working system’s memory amid a live virtual machine migration. Utilizing this experience, we talk about frame meets
expectations to ad-dress the deficiencies in virtualization programming and se-cure the live rearrange process.

Keywords— Xen, VMWare, Virtual Machine, Live Migration

I. INTRODUCTION of the issue and investigates three classes of dangers to the

Recent advances in virtualization have made virtual mama
chines an increasingly vital relook and operational area.
Successful business ventures counting VMware, Xen
Source, and Parallels have accelerated the adoption of
virtualization programming in numerous organizations.
According to a recent IDC report, the number of virtualized
servers will rise at a compound annual growth rate of over
40% from 2005-2010. Live rearrange of virtual machines
(VMs), the process of transitioning a VM from one virtual
machine monitor that point a pick up (VMM) to another
without halting the visitor operating system, frequently
between distinct physical machines, has opened new
opportunities in figuring. Implemented by a few existing
virtualization products, live rearrange can aid in perspectives
such as high-avail limit services, transparent mobility,
consolidated management, and work notice adjusting. While
virtualization and live rearrange enable important new
functionality, the combination introduces novel security
challenges. A virtual machine monitor that point a pick up
that in-corporates a vulnerable execution of live rearrange
usefulness might expose both the visitor and host operating
framework to assault and result in a tradeoff of integrity.
Given the huge and expanding market fat that point a pick
up virtualization technology, a comprehensive understanding
of virtual machine rearrange security is essential. However,
the security of virtual machine rearrange has yet to be
analyzed. This paper presents a point by point investigation
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rearrange process.

e Control Plane: The correspondence instruments
utilized by the VMM to start and oversee live VM
territories must be authenticated and resistant to
tampering. An aggressor might be capable to
manipulate the control plane of a VMM to impact live
VM territories and pick up control of a visitor OS.

¢ Information Plane: The data plane over which VM
territories happen must be secured and secured against
snooping and altering of visitor OS state. Detached
assaults against the data plane might result in leakage
of delicate data from the visitor OS, while dynamic
assaults might result in a complete com-promise of the
visitor OS.

¢ Relocation Module: The VMM part that implements
rearrange usefulness must be resilient against attacks.
On the off chance that an aggressor is capable to
subvert the VMM utilizing vulnerabilities in the
rearrange module, the aggressor might pick up
complete control over both the VMM and any visitor
OSes.

This paper investigates assaults against live virtual ma-
chine rearrange in the context of these three threats. We
present a few viable assaults against the rearrange usefulness
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of the latest versions] of the Xen and VMware virtualization
items and develop a instrument to automate the control of a
visitor virtual machine’s memory amid live migration.
Utilizing this experience, we talk about frame meets
expectations to address the deficiencies in virtualization
programming and secure the live rearrange process.
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Figure 1: An illustration of a man-in-the-focus assault
against a live VM migration

II. BACKGROUND

Virtual machines and virtualization innovation give
numerous technical and taken a toll advantages. However,
the utilization of virtualization too introduces a novel set of
security challenges. In particular, there are novel concerns
related with virtual environments such as se-curing huge
numbers of virtual machines, securing a di-verse range of
working frame meets expectations and applications over
virtual images, and securing versatile virtual machines that
might move between distinctive physical has and net-works.
There are numerous ways in which a virtual machine can be
moved from one VMM to another. Since virtual systems are
ordinarily put away as regular records on disk, the records
related with a halted framework can be duplicated to another
VMM utilizing a framework at that point a pick up utilizing
portable limit gadgets such as USB drives. In expansion to
the rearrange of halted virtual systems, numerous well
known VMMs support live migration, the process of
transitioning a VM from one virtual machine monitor that
point a pick up to another without halting the visitor working
system. While different virtual machine monitors have
distinctive wire conventions fat that point a pick up live
migration, the hidden algorithms are similar. Live rearrange
methods more often than not start by copying memory pages
of the VM over the framework from the source VMM to the
destination while the VM proceeds to run inside the source
VMM. This process proceeds as pages are dirtied by the
VM. At the point when the source VMM reaches a threshold
and deems that no additional huge progress is being made in
the transferring of dirty pages, it will halt the VM, send the
remaining memory pages, and signal the destination VMM
to resume the execution of the VM. The point at which the
VMM decides to halt the source VM and duplicate the
remaining pages is more often than not an implementation-
particular heuristic that endeavors to balance and minimize
both the length of time of rearrange and the downtime of the
moving VM. Other variations include the destination VMM
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resuming the VM early and requesting pages from the source
VMM on-demand.

While one might accept that frame meets expectations over
which VM pictures are relocated are secure, this is not an
entirely safe assumption anymore. As live VM migration
gets to be more regular in numerous organizations, it is
likely that the rearrange travel way might span multiple
commodity frame meets expectations and huge geographic
distances. Indeed, virtual machines have been success
completely relocated over continents with application
downtimes as low as 1 to 2 seconds. In addition, a traded off
framework inside a framework employing live territories can
facilitate untrusted access to moving VM images. The limit
to view at that point a pick up change data related with live
migrations at that point a pick up impact the rearrange
administrations on source and destination VMMSs raises a
few vital security questions. In the next area we elaborate on
the some of these threats.

I RELOCATION ATTACK CLASSES

In this section, we introduce three classes of dangers to live
virtual machine rearrange and depict a few at-tacks
applicable to each.

3.1 Control Plane

The correspondence instruments utilized by the VMM to
start and oversee live virtual machine territories must be
authenticated and resistant to tampering. In addition, the
conventions utilized in the control plane must be secured
against spoofing and replay attacks. A lack of fitting access
control might permit an aggressor to arbitrarily start VM
migrations.

Incoming Relocation Control: By initiating
unauthorized approaching migrations, an aggressor
might utilization visitor VMs to be live relocated to
the attacker’s machine and pick up full control over
visitor VMs.

Outgoing Relocation Control: Similarly, by
initiating outgoing migrations, an aggressor might
relocate a huge number of visitor VMs to a
legitimate victim VMM, overloading it and
utilizing disruptions at that point a pick up a denial
of service.

False Resource Advertising: In an environment
where live territories are started automatically to
disseminate notice over a number of servers, an
attacker might be capable to falsely publicize
available re-sources by implies of the control plane.
By pretending to have a huge number of spare CPU
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cycles, the aggressor might be capable to impact the
control plane to mi-grate a VM to a traded off
VMM.

As most existing VM items rely on manual intervention to
start a migration, their access control mechanisms fat that
point a pick up the control plane are simplistic. Fat that point
a pick up example, Xen employs a whitelist of host
addresses allowed to per-form migrations. However, as
automatic territories fat that point a pick up load-adjusting
between numerous machines gotten to be more common,
possibly over different administrative do-mains and between
unpredictable host addresses, mechanisms fat that point a
pick up policing the control plane must be exhibited and
maintained.

3.2 Information Plane

The data plane over which VM territories happen must too
be secured and secured against snooping and tampering in
demand to secure the VM’s state. An aggressor might be
capable to logically position himself in the rearrange travel
way utilizing a number of methods such as ARP spoofing,
DNS poisoning, and course hijacking. With such a position,
an aggressor can conduct a man-in-the-focus assault as
illustrated in Figure 1.

Detached Snooping: Detached assaults against the data
plane might result in leakage of delicate information. By
checking the rearrange travel way and associated framework
stream, an aggressor can extract information from the
memory of the moving VM such as passwords, keys,
application data, and other protected resources.

Active Manipulation: One of the most severe at VMware
tacks, an inline aggressor might control the memory of a VM
as it is relocated over the network. Such a man-in-the-focus
assault might result in a complete and covert trade off of the
visitor OS

Even in the occasion that fitting encryption and identity
administration is used, it still might be conceivable fat that
point a pick up an aggressor to pick up valuable data from
snooping on a rearrange stream. Fat that point apick up
example, an aggressor might be capable to uniquely identify
visitor VMs based on characteristics of the rearrange flow,
such as size and duration, and identify the endpoint VMMs
involved in the migration. This data might aid an aggressor
in focusing on a later assault against a particular VM at that
point a pick up critical foundation supporting that VM.

As we will illustrate in the next section, well known VMMs

conveyed in production networks, such as Xen and VMware,
fizzle to implement indeed basic data plane security to
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guarantee visitor OS honesty amid live migration and are
vulnerable to attack.

3.3 Relocation Module

The VMM part that actualizes live rearrange usefulness must
too be resilient to attacks. As the migration module gives a
framework administration over which a VM is transferred,
regular programming vulnerabilities such as stack, heap, and
entirety number overflows can be exploited by a remote
aggressor to subvert the VMM. Given that VM rearrange
might not just be viewed as a publicly exposed service, the
code of the rearrange module might not be scrutinized as
thoroughly as other code. While such assaults are regular
over all sorts of software, special attention should be utilized
on the security of a VMM’s rearrange module. As the VMM
controls all the visitor working frame meets expectations
running inside it, the severity of a VMM vulner limit is
much more prominent than most normal software. On the off
chance that an aggressor is capable to com-promise a VMM
through its rearrange module, the integrity of any visitor
VMs running inside the VMM, and any VMs that are
relocated to that VMM in the future, might too gotten to be
compromised.

As we will talk about in the next section, a brief audit of
Xen’s rearrange module resulted in different vulnerabilities
that might trade off the VMM.

IV IMPLEMENTATION AND EVALUATION

We created a tool, Xensploit, to perform man-in-the-focus
assaults on the live rearrange of virtual machines. The
instrument operates by manipulating the memory of a VM as
it traverses the framework amid a live migration. Xensploit is
based on the frag route framework. While its name is
influenced by the to start with VMM (Xen).

While its name is influenced by the to start with VMM
(Xen) we joined it to, Xensploit is capable to control
territories as well. In the taking after evaluations, we
illustrate assaults against the data plane class of both the Xen
and VMware VMMs. In addition, we explore assaults
against the rearrange module of Xen, coming about from
different vulnerabilities found through an audit of Xen’s
rearrange code.

4.1 Attack Evaluation

4.1.1 Simple Memory Manipulation

To evaluate Xensploit, we performed a basic proof-of-
concept control amid the live rearrange of a Xen VM. In Xen
terminology, a host VMM is known as a dom( range while
visitor VMs are known as domU domains. Our tested
consisted of three machines: the source domO, the
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destination dom0, and a malignant hub running Xensploit.
We started a new visitor domU, the range to be migrated,
inside the source domO. Inside domU, we executed a test
process that basically prints a “Hi World” string to the
terminal each second.

1180795919.260261: Hi World!
1180795920.270992: Hi World!
1180795921.281870: Hi World!

The live rearrange was at that point activated to move
domU from the source domO to the destination dom0Q. As
the memory pages of the running visitor OS are transmitted
over the framework and pass through the malignant hub
running Xensploit, the “Hi World” string is replaced with
our custom value.

1180795921.920290: Xensploited!
1180795922.932574: Xensploited!
1180795923.942636: Xensploited!

In a matter of seconds, the visitor OS has been seamlessly
relocated to the destination domO. As expected, Xensploit’s
man-in-the-focus assault was fruitful and the memory of our
test process has been manipulated, resulting in the new
string being printed to the terminal of the visitor OS inside
the destination domoO.

4.1.2 SSHD Authentication Manipulation

As a more advanced and viable illustration of our tool, we
instrumented Xensploit to control the memory of the Secure
Shell daemon (sshd) process of a visitor VM amid a live
migration. Instead of performing the assault on Xen again,
we switched our association to VMware Virtual Base to
illustrate Xen-sploit’s flexibility. Our testbed consisted of
four ma-chines: the source and destination VMMs both
running VMware ESX Server 3.0.1, a administration hub
running VMware Virtual Base Client/Server 2.0.1 to
oversee the VMMs and start the migration, and the
malignant hub running Xensploit.

Sometime recently initiating the migration, we attempted to
ssh to the visitor OS running inside the source VMM. The
sshd process was arranged to just permit confirmation of the
sort PubkeyAuthentication. As our public key was not in the
root user’s .ssh/authorized keys file, access was denied.

jonojono@apollo ~ $ ssh root@testvml
Permission denied (publickey,keyboard-interactive).

We at that point started the live rearrange by implies of the
Virtual Base Client and performed the man-in-the-focus
assault utilizing Xensploit. Specifically, the in-memory
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object code of the sshd process, originating from client key
allowed2 limit in auth2-pubkey.c, is controlled amid
rearrange to successfully complete authenticate any
approaching ssh logins. As seen below, after Xensploit’s
attack, our attempt to ssh to the VM succeeds due to the
controlled sshd process.

jonojono@apollo ~ $ ssh root@testvml
Last login: Tue Jun 5 19:25:19 2007 from
localhost testvml ~ #

These examples of manipulating the memory of the visitor
OS are just a little subset of the conceivable assaults
outlined to evaluate our Xensploit tool. Much more
insidious man-in-the-focus assaults can be performed such
as transparently slipping a rootkit into kernel memory amid
the live migration.

4.1.3 Xen Relocation Module

While exploring the Xen source code, we dis- covered
different issues which fall into the migration module class
of live rearrange threats. The vulnerabilities are present in
Xen’s VMM migration routines, specifically the code in
xen-3.1.0- src/tools/libxc/xc range restore. c¢, which is
utilized to restore an approaching rearrange to operational
state.

As we previously mentioned, exploitable vulnerabilities in a
VMM are especially serious as the honesty of all the
presently hosted VMs, and any VMs relocated to the
exploited VMM in the future, might be compromised. One
vulnerlimit exploits an entirety number signedness issue
coming about in a stack overflow, and yet another involves
a malloc() entirety number flood coming about in a
potential pile overflow. These two issues might permit a
remote aggressor to accomplish privileged code execution
and completely trade off the Xen VMM and host machine.

The vulnerabilities have been reported to the Xen-Source
development team and will be resolved in an up-coming
release. Further subtle elements regarding the particular
routines affected can be found in Appendix A.

V. DISCUSSION

This paper has empirically demonstrated how two of the
most well-known and broadly conveyed VMMs, Xen and
VMware are vulnerable to viable assaults focusing on their
live rearrange functionality. These dangers are utilization
fat that point a pick up concern and require that suitable
solutions be applied to each class of live rearrange threats.

In demand to support the secure rearrange of virtual ma-
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chines, mutual confirmation of the source and destination
VMMs, as well as any administration agents, must be
performed to secure the control plane communications.
Flexible access control policies should permit ad-
ministrations to oversee rearrange privileges. The data plane
over which the rearrange happens must be secured against
snooping and control of the state of migrating VMs.
Solutions incorporate protecting the travel way utilizing
encryption at that point a pick up utilizing a separate
physical at that point a pick up virtual framework to
partition and isolate rearrange development from potential
threats. While encrypting the rearrange might seem like a
trivial arrangement to implement, effectively maintaining a
public key foundation to guarantee mutual authentication
will add huge complexity to VM management programming
and might be infeasible fat that point a pick up certain
deployments. Finally, robust secure coding methods such as
in-put validation, privilege separation, type-safe languages,
and continuous code audits can help lessen the chance of
compromises of the rearrange module of a VMM.

Traditionally, a breach in framework security results in a
tradeoff of data integrity. However, at the point when
dealing with virtual machine rearrange of full working
systems, a breach in the framework can result in not just a
tradeoff of data, however too host integrity. This
fundamental shift in the threat model of a framework might
require re-thinking existing access control and isolation
mechanisms. Fine-grained framework access control frame
meets expectations such as SANE might give sufficiently
flexible policies to address such a threat model. Be-yond
VLANS, complete virtualization of framework re-sources
throughout the stack might permit isolation fat that point a
pick up secure territories and might give an inherent
complement to host virtualization.
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