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Abstract: In the realm of character recognition, the availability of comprehensive and relevant datasets is essential for
developing accurate and robust models. In this research, we address the dearth of datasets for Pashto handwritten character
recognition by introducing a novel and extensive dataset, previously unavailable in the field. The absence of a Pashto dataset
posed a significant challenge to developing effective recognition models, making this dataset a valuable contribution to the
research community. To optimize the recognition process, we put forward a CNN-PSO (Convolutional Neural Network—Particle
Swarm Optimization) based hybrid approach. The CNN component is utilized for extracting features, while PSO is applied for
parameter optimization. By incorporating PSO, the aim is to strengthen the model’s capacity to accurately recognize and classify
handwritten Pashto characters. To validate this approach, we compare the CNN-PSO framework with a standard CNN baseline.
The outcomes clearly indicate that the hybrid design surpasses the performance of the CNN-only model in Pashto handwritten
character recognition. The proposed research findings reveal the potential of hybrid models in character recognition tasks and
underline the significance of utilizing the Pashto dataset in advancing research in this domain. This study aids in building
recognition systems for Pashto that are more precise and effective, with possible applications in OCR technologies and language
processing for Pashto-speaking regions.
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1. Introduction

Character recognition, a fundamental aspect within computer
vision and NLP, has significantly advanced with the rise of
deep learning techniques and the availability of diverse
datasets [1],[2]. Accurate character recognition models are
crucial for applications ranging from optical character
recognition systems to language processing in specific
linguistic contexts [3],[4]. However, the performance of these
systems is strongly dependent on both the quality and variety
of the training datasets [5],[6]. This research addresses a
critical gap in character recognition, particularly for Pashto
handwritten characters. Pashto, an Indo-European language
spoken by millions in Afghanistan and Pakistan, has a distinct
script that requires specialized recognition tools [7]. The
absence of a comprehensive Pashto handwritten character
dataset has hindered the development of accurate recognition
systems. To fill this gap, we introduce a novel and extensive
dataset for Pashto handwritten characters. To optimize the
recognition process, we propose a hybrid CNN-PSO
(Convolutional Neural Network-Particle Swarm
Optimization) model. This model combines CNNs' feature
extraction capabilities with PSQO's optimization strengths to
enhance accuracy in recognizing Pashto handwritten
characters. We evaluate the hybrid model’s performance
against a standard CNN, demonstrating the superiority of the
CNN-PSO hybrid model in this domain [8],[9]. This hybrid
model strategically utilizes CNNs for extracting features
while employing PSO techniques to optimize the network,
enhancing the ability to identify and classify Pashto
handwritten characters accurately. The central objective of
the proposed research is to rigorously assess the efficacy of
the proposed CNN-PSO hybrid model. We plan to conduct a
comparative analysis, pitting this hybrid model against a
simpler CNN model. Through extensive experimentation and
rigorous evaluation, the proposed study’s aim is to confirm
the improved results achieved by the CNN-PSO hybrid model
in Pashto handwritten recognition. This research holds wide-
reaching implications, as accurate Pashto handwritten
character recognition has practical applications in optical
character recognition, document processing, and language-
related tasks in Pashto-speaking regions. The study serves as
a pivotal contribution, enhancing the development of more
accurate and efficient recognition systems for Pashto
characters, ultimately benefiting various fields by facilitating
effective communication and data processing in Pashto-
scripted content. The main contributions of this research can
be outlined as:

1. Novel Pashto Handwritten Character Dataset: This research
introduces a novel and extensive dataset of Pashto
handwritten characters. Prior to this study, there was a dearth
of comprehensive Pashto character datasets, hindering the
development of accurate recognition systems for this unique
script. This dataset provides a valuable resource to the
research community, filling a critical gap in character
recognition datasets and offering researchers the essential
materials to develop accurate Pashto character recognition
systems.
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2. Hybrid Model for Character Recognition: The paper
presents a novel CNN-PSO (Convolutional Neural Network-
Particle Swarm Optimization) hybrid model specifically
designed for character recognition tasks, with a focus on
Pashto handwritten characters. This model employs the
feature extraction strength of CNNs along with the
optimization capacity of PSO. The integration of PSO
represents a creative method to boost recognition accuracy
and efficiency, particularly in the context of Pashto script.

3. Comparative Analysis: This work performs a detailed
evaluation between the proposed CNN-PSO hybrid model
and a simpler CNN model. Through extensive
experimentation and thorough evaluation, the research
demonstrates that the hybrid CNN-PSO achieves higher
recognition accuracy in the recognition of Pashto handwritten
characters. This comparative analysis highlights the
effectiveness of hybrid models in character recognition tasks
and highlights the efficacy of the model introduced in this

paper.

4. Practical Implications: Accurate Pashto handwritten
character recognition is of significant practical importance. It
finds applications in optical character recognition systems,
document processing, and language-related tasks in Pashto-
speaking regions. The paper’s contribution facilitates
effective communication and data processing in Pashto-
scripted content, benefiting various fields, including
linguistics, data analysis, and language technology.

2. Related Work

The area of machine learning, especially in handwritten
character recognition, has seen significant advances through
the use of Convolutional Neural Networks (CNNSs) together
with various optimization algorithms. This chapter reviews
the literature surrounding the application of CNNs in
handwriting recognition and their enhancement through
hybridization with optimization techniques such as Particle
Swarm Optimization (PSO) and Genetic Algorithms (GA).
CNNs have become the leading method in recognizing
handwritten cursive scripts, recommended by numerous
researchers for their effectiveness [10]-[11]. These models
can recognize characters without prior knowledge of the
language's grammatical structure, showcasing their versatility
in both image based and language-processing tasks [12]-[13].
However, Pashto character recognition presents unique
difficulties arising from the script complexity of the language
and the lack of comprehensive datasets. Previous research
efforts have primarily focused on character recognition for
languages like Arabic and Urdu, which share some
similarities with Pashto [14]. For instance, LSTM-based re-
current neural networks (RNNs) have demonstrated
remarkable recognition capabilities for Arabic and Urdu
languages [15]. Yet, these approaches cannot be directly
transferred to Pashto because of differences in script and
character forms. Specific attempts to recognize Pashto
characters include in [35] assessment of the BBN Byblos
OCR system. In [36] development of a Pashto ligature
recognition system combining SIFT and Principal Component

31



International Journal of Computer Sciences and Engineering

Analysis (PCA). Despite these efforts, the absence of a
dedicated Pashto dataset has limited the progress in this field.
Our proposed research addresses these challenges by
introducing a novel Pashto handwritten character dataset,
addressing the dearth of resources in this domain. The
dataset's development involved a meticulous crowdsourcing
approach, ensuring its comprehensiveness and diversity.
Additionally, we propose a hybrid CNN-PSO model,
leveraging CNNs' strength in feature extraction and PSO's
optimization capabilities. This integration uniquely addresses
the optimization of the number of filters in CNN layers,
enhancing the model's accuracy and efficiency in recognizing
Pashto characters. Through a comparative analysis with a
simpler CNN model, we demonstrate the superior
performance of our hybrid approach, highlighting its potential
to advance Pashto handwritten character recognition.

In recent years, recurrent neural networks (RNNSs) built on
LSTM units have shown impressive recognition performance
in the context of Arabic and Urdu scripts. Rashid et al. [37]
proposed a framework that could handle printed Arabic text
across different fonts, sizes, and even low-resolution inputs,
making use of a multidimensional RNN architecture. This
system achieved recognition accuracies exceeding 99% at
both the character and word levels. Likewise, similar LSTM-
driven approaches have been applied to Urdu recognition
[38], exploring two distinct scenarios. In the first scenario,
each character received a unique class label based on its
relative placement in a ligature or word. In the second case,
characters were assigned a single class label, independent of
their visual shape or position. The resulting error rates were
recorded at 13.57% and 5.15% for these scenarios,
respectively. Additionally, a Feed Forward Neural Network
(FFNN) was employed for Urdu script classification, trained
and validated on attributes such as second-order moments,
hole count, solidity, aspect ratio, normalized segment length,
eccentricity, and curvature [39][40]. This resulted in
recognition rates of 100% for one case and 70% for the other.
Pal et al. [41] presented a scale-invariant technique for Urdu
script identification using concepts of water reservoirs and
contour topology, achieving 97.8% accuracy in recognizing
basic characters and numerals. Furthermore, Sabbour and
Shafiat et al. [42] explored the application of contour-based
shape context for Arabic and Urdu recognition, employing a
k-nearest neighbor (k-NN) model. Their method, trained with
over 10,000 samples, reached a word-level accuracy of 91%.

Optimization algorithms like GA and PSO have been
employed to refine CNN architectures, particularly in the
context of handwriting recognition. Genetic Algorithms have
been applied to tune the structure of the network and its
hyperparameters, such as learning rates and filter sizes,
leading to enhanced classification accuracies [16]. Similarly,
PSO has been effective in adjusting CNN parameters and
configurations, particularly in deciding the filter count and
kernel dimensions within convolutional layers [17] [18] [19].
The literature indicates varied applications of these
methodologies. For instance, region-based models with
optimization algorithms have shown better classification
accuracy in identifying similarities in Quranic content
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compared to traditional models [20]. Furthermore, supervised
learning techniques based on zoning models have been
developed for Arabic letter recognition [21] [22], while
recurrent Neural Networks (RNN) were utilized effectively
for Urdu Nastaliq text detection [23] [24]. In handwritten
character recognition, the combination of CNN with PSO
(CNN-PSO) models has been a focus of recent studies. The
hybrid model uses PSO to determine the most suitable
number of filters for each CNN convolutional layer, leading
to models that are both efficient and effective in recognizing a
wide range of characters [25-[27]. This approach has shown
promising results, especially in languages with complex
scripts like Urdu, Persian, and Arabic [21]. While the
integration of CNNs with optimization algorithms offers
enhanced performance, it also introduces challenges like
increased computational complexity and the need for
ensuring model generalization [15] [16]. Future research is
directed toward developing hybrid algorithms that balance
optimization efficiency with computational feasibility [17].

PSO, first introduced in [28], draws inspiration from natural
phenomena such as the flocking of birds, swarming of fish,
and the behavior of bee colonies, which has been adapted into
algorithms that support metaheuristic optimization in real-life
scenarios [29]. Since its inception, the PSO algorithm has
undergone numerous modifications, resulting in a variety of
enhanced versions [30]. In recent years, several dynamic and
adaptive models have been introduced, specifically tailored to
improve decision-making optimization [30]. Among these,
certain iterations have emerged as ’standard’ owing to their
exceptional performance in achieving optimization results in
practical applications [30]. In the PSO framework, particles
adjust their trajectories as they respond to environmental
shifts [29]. They navigate through the solution space,
realigning towards the most favorable outcomes by
referencing the best-known positions [29]. Furthermore,
reference [30] highlights experiments with a limited set of
global optimizations addressing human-centric issues. These
experiments utilized various topologies to structure particle
interactions, enhancing information dissemination across the
group. Such configurations enable individuals within the
swarm to benefit from the successes of the highest performers
[30]. Although PSO and similar metaheuristic algorithms
have recently proliferated, there remain numerous
opportunities for further refinement and exploration of
optimization techniques. For instance, the Pendulum Search
Algorithm (PSA) [32] represents another approach in the
realm of population-based optimization strategies, with recent
studies suggesting that PSA may surpass PSO ineffectiveness
[29]. The research outlined in [31] introduced a dynamic
multi-swarm (DMS-PSO) based approach designed to
enhance the selection of critical attributes for diagnosing
heart diseases through medical analysis. The integration of
fuzzy logic with DMS-PSO proved effective in increasing the
precision and reliability of diagnostic  outcomes.
Experimental results suggest that DMS-PSO outperforms
current systems used in healthcare and manual diagnostics,
and it is anticipated to deliver more dependable outcomes in
practical applications. Additionally, reference [33] discusses
the development of an enhanced swarm optimization method
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that incorporates Newtonian mechanics, called Centripetal
Accelerated Particle Swarm Optimization (CAPSO). This
approach is designed to speed up both learning and
convergence in classifiers. Evaluations on nine medical
diagnosis benchmarks demonstrated its superiority in terms of
faster convergence and higher classification accuracy. Within
the PSO framework, each particle operates autonomously,
navigating the solution space through personal experience
and collective interactions, which mirrors the behavior of
animals in nature [30]. It is essential to evaluate the
appropriateness of the algorithm for particular tasks. PSO is
known for its robustness, flexibility across various application
settings, and powerful distributed capabilities that facilitate
rapid convergence towards optimal solutions [34]. Recent
enhancements in computational algorithms have improved the
efficiency, effectiveness, and resilience of PSO.
Consequently, this has opened up a range of potential
applications that could exploit PSO for enhanced outcomes.
The literature review highlights the significant advancements
in handwriting recognition through the use of CNNs and the
further enhancement of these models through optimization
algorithms like PSO and GA. These hybrid models not only
demonstrate superior performance in traditional tasks but also
show promise in handling more complex, script-specific
recognition tasks. Continuous exploration in this domain is
vital to build handwriting recognition systems that are
increasingly efficient, accurate, and dependable.

3. Materials and Methods

In this section, we outline the approach illustrated in Figure 1
for this study, covering data gathering, data preprocessing,
and the architecture of our suggested CNN-PSO framework.
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Figure 2. Sample form of Data Collection

© 2025, 1JCSE All Rights Reserved

Vol.13(8), Aug. 2025

3.1. Data Collection

The process of gathering data for this research involved a
systematic approach to collect handwritten Pashto characters
from a diverse group of individuals.

3.2. Proposed Dataset

The dataset created for this research project is an innovative
contribution to Pashto language studies, addressing a
longstanding need for comprehensive resources in this field.
Comprised of 15,050 individual character images, this dataset
is the culmination of extensive collaboration involving 350
university students proficient in Pashto. Through a meticulous
crowdsourcing approach, each participant was tasked with
handcrafting the 43 distinct Pashto characters on standardized
Ad-sized papers, as shown in Figure 2. Subsequently, these
handwritten pages underwent precise digitization, facilitated
by high-resolution scanning at 200 dpi. The images were then
meticulously processed using GIMP 2 software, employing
sophisticated segmentation techniques to isolate each
character. This meticulous approach ensured the dataset’s
richness and diversity, capturing the nuances of Pashto
handwriting styles with unparalleled accuracy.

3.3. Data Preprocessing

Following the phase of collecting data, the next important
step focused on preparing the data. Data preparation is an
essential technique used to refine data, eliminate noise, and
select the most suitable samples. For this purpose, we utilized
MATLAB and Python, along with the OpenCV and Pillow
libraries. The data points, represented as images, underwent
the following preprocessing procedures:

Initially, the images, varying in size and captured in a three-
channel RGB format, underwent dimension reduction and
color channel reduction to achieve a uniform, single-channel
format. This process was crucial to prevent computational
overhead from complex network architectures. Further, the
images were converted to binary using MATLAB’s binaries
() method, with an established threshold value of 120, to
distinguish between black and white pixels. Additionally, the
image pixel values were converted to double-precision
numbers, as neural networks work best when input values
range from O to data augmentation, another critical step, was
employed to account for natural variations in handwritten
characters. Using OpenCV and Pillow libraries, the images
were randomly rotated by up to 10°, resulting in a diverse
dataset of 43,000 images. Each image was then transformed
into a vector representation, creating a two-dimensional
matrix dataset. A corresponding label matrix was also
generated, with each label representing the class of the image.
This comprehensive dataset, normalized to a fixed dimension
of 224 x 224 pixels, comprised 4,300 images in a matrix
sized 4,300 x 784, alongside a label matrix sized 4,300 x 43.
This dataset creation was a significant step towards achieving
the first research objective of developing a Pashto
handwritten dataset, previously unavailable in this format.

3.4. Data Splitting

We partitioned the dataset into training and test subsets using
a 70-30 ratio, providing an adequate amount of data for
model training and assessment.
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3.5. Hybrid CNN-PSO Architecture

The proposed research methodology focuses on developing a
hybrid Convolutional Neural Network (CNN) guided by
Particle Swarm Optimization (PSO) for the task of
handwritten character recognition. The proposed model, the
CNN-PSO hybrid, is a novel approach to character
recognition. It combines the power of Convolutional Neural
Networks (CNNSs) alongside Particle Swarm Optimization
(PSO) for feature extraction and model optimization. The
integration of a CNN with a PSO-based algorithm offers a
new strategy within machine learning, particularly for
complex tasks like handwritten character recognition with 43
classes. In this architecture, the CNN is used for feature
extraction and classification, while PSO is applied to fine-
tune the number of filters in the CNN layers, improving the
model’s overall performance.

3.5.1. Convolutional Neural Network (CNN)

This architecture represents a CNN model designed for image
classification. It takes 28x28-pixel grayscale images as input
and passes them through convolutional, max-pooling, and
fully connected layers to make predictions for different
classes. The parameters in each layer are determined by the
filter dimensions and the number of neurons in that layer.
This architecture is commonly used for tasks Pashto
handwritten character recognition. The architectural details
are summarized in Table 1 and figure 3.
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Table 1. CNN Architectural Details

Layer (type) Output Shape  Param #
Input Image (28, 28, 1) 0
Conv2D (32, (3, 3)) (26, 26, 32) 320

MaxPooling2D (2, 2) (13,13, 32) 0

Conv2D (64, (3, 3)) (11, 11, 64) 18496

MaxPooling2D (2, 2) (5,5, 64) 18496
Flatten 1600 0
Dense (64) (64) 0

Dense (Number of Classes) (Number of Classes) 102464

3.5.2. Input Image

This is the initial layer that takes an image with dimensions of
28 pixels in width, 28 pixels in height, and 1 channel
(grayscale).

3.5.3. Conv2D

The initial convolutional layer uses 32 filters of 3x3
dimensions on the input image. It produces an output feature
map with dimensions 26x26 and a total of 32 feature
channels. This layer has 320 parameters to be learned.

3.5.4. MaxPooling2D

The first max-pooling layer decreases the feature map size by
selecting the maximum value within each 2x2 block. It
produces an output feature map with dimensions 13x13 and
still has 32 feature channels. No parameters are learned in this
layer.

3.5.5. Conv2D

The second convolutional layer utilizes 64 filters of size 3x3
on the output from the preceding max-pooling layer. It
produces an output feature map with dimensions 11x11 and a
total of 64 feature channels. This layer has 18,496 parameters
to be learned.

3.5.6. MaxPooling2D

The second max-pooling layer further shrinks the feature map
size. It functions similarly to the first max-pooling layer but
processes the 64 feature channels. It produces an output
feature map with dimensions 5x5 and still has 64 feature
channels. No parameters are learned in this layer.

3.5.7. Flatten

The flatten layer converts the 2D feature map into a 1D array.
Here, it changes the 5x5x64 feature map into a vector of
1,600 elements. This layer does not have any parameters.

3.5.8. Dense

The first dense layer consists of 64 units and applies the
Rectified Linear Unit (ReLU) activation function. It
facilitates feature learning and provides non-linearity to the
network. This layer has 102,464 parameters to be learned.

3.5.9. Input Image

This is the initial layer that takes an image with dimensions of
28 pixels in width, 28 pixels in height, and 1 channel
(grayscale).

3.6. Hybrid CNN-PSO Optimization

Particle Swarm Optimization (PSO) is a computational
technique that iteratively refines candidate solutions
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according to a defined quality metric, called the fitness
function. Within Convolutional Neural Networks (CNN),
PSO is used to identify the best number of filters for each
convolutional layer. In this case, the fitness function measures
the CNN’s classification accuracy on a validation dataset,
which evaluates the effectiveness of each potential filter
configuration represented by the particles in the swarm.

The process starts with setting up the PSO, where a collection
of particles—each corresponding to a distinct filter
configuration in the CNN layers—is initialized. The starting
range of filters, as shown in Table 2, is based on empirical
evidence and heuristic understanding..

3.6.1. Filter Sizes

The chosen filter sizes (e.g., 3x3) are based on common
practices in CNN architecture, proven effective for capturing
local image patterns. These sizes strike an equilibrium
between computational cost and the capacity to extract
meaningful features.

3.6.2. Number of Layers

The convolutional layers are determined to gradually capture
higher-level features from the input images. Early layers
detect basic elements such as edges and textures, while
deeper layers recognize more intricate structures.

3.6.3. Initial Filter Range

The initial range for the number of filters (e.g., [16, 32, 64,
96]) is based on previous studies and practical experience,
which suggest that adding more filters in the deeper layers
allows the network to capture finer details.

Each particle’s performance is then evaluated by training the
CNN using the training data and assessing its accuracy on the
validation dataset. Based on these results, the particles adjust
their configurations by updating their velocities and positions,
aiming to converge toward the optimal filter arrangement.
This iterative process of evaluation and adjustment repeats
until a predetermined stopping condition is reached, such as a
specific number of iterations or an acceptable performance
level. The configuration of the best-performing particle at the
end of these iterations is adopted as the ideal number of filters
in each CNN layer. Subsequently, the CNN is structured
according to this optimal configuration and trained on the
dataset of handwritten characters, ensuring that the model is
both computationally efficient and capable of effectively
extracting and learning features.

Table 2. Initial Range for Number of Filters in Each Layer

Layer Hyper parameter Range
1st Convolutional Number of Filters (Filters;) [16, 32, 64, 96]
Layer
2nd Number of Filters (Filters;) [48, 64, 96, 128]
Convolutional
Layer

3rd Convolutional
Layer

Number of Filters (Filters) [64, 96, 128]
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By using PSO to optimize the number of filters, CNN can
potentially maintain an optimal trade-off between
computational cost and effective feature extraction, resulting
in enhanced performance for tasks like image classification,
object detection, and more. The PSO-driven approach to
optimizing hyperparameters like the number of filters
demonstrates a practical application of evolutionary
computation techniques in fine-tuning deep learning models.
The proposed model Pseudo Code are given in below table 3.

Table 3. Proposed Model Pseudo Code

Line Pseudocode

1 Take the input image.

2 Initialize CNN model parameters: weights (W) and biases
(B).

3 Apply the first convolution operation (C1) to the input:

4 Z1=W1x X +Bl1,

5 where X is the input image, W1 is the filter weights, and B1
is the bias.

6 Perform max-pooling to reduce spatial dimensions.

7 Apply the second convolution operation (C2) to the output of

8 Z2=W2 x Al + B2,

9 where Al is the output of the first convolutional layer.

10 Perform max-pooling again.

Apply Rectified Linear Unit (ReLU) activation function to

11 A ; .
replace negative pixel values with zero:

12 A2 = max(0, Z2)

13 Flatten the output from the previous layer.

14 Connect the flattened output to fully connected layers with
weights (W_fc) and biases (B_fc).

15 Apply activation functions (e.g., ReLU) to the fully

connected layers.
16 Output the result of the final layer.
Randomly initialize CNN model parameters: weights (W)

1 and biases (B).

18 Evaluate model performance using a fitness function.

19 While the termination condition is not met:

20 a. If fitness(xi) > fitness(gbest)

21 gbest = xi

22 b. If fitness(xi) > fitness(pbest)

23 pbest = xi

24 c. Update particle velocity using the formula:

25 Vi=Vi-+cl xrand() X (pbest — xi) + ¢2 x rand() x (gbest —
Xi)

26 d. Update particle position using the formula:

27 Xi = Xi + Vi

28 End while

3.7. GA-based CNN

The weights from convolutional filters and fully-connected
layers are transformed into matrices. These matrices are then
converted into one-dimensional vectors to create the initial
population for genetic algorithms (GA). These vectors are
designated as the starting population for the GA. Each
potential solution is evaluated using a fitness function to
determine the most effective network configuration. The
fitness level of each solution is determined by its error rate
during successive iterations. In an effort to enhance
performance, crossover and mutation processes are applied to
chosen solutions. A single-point crossover is utilized to
produce offspring from one generation to the next, while
mutations are made by altering a single gene in every
offspring, increasing in frequency throughout successive
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generations. A gene is randomly selected following a random
distribution, and this selection and mutation process continues
until the model achieves the optimal weight configuration
with the minimum classification error [35].

4. Result and discussion

In the following discussion, we examine the results obtained
from applying PSO to a CNN, an important application in
machine learning and deep learning. This analysis focuses on
identifying the tangible impact of PSO on the performance
metrics of CNN, specifically tracking the progression in
terms of loss and accuracy over a set of epochs. Through this
comparative study, we aim to highlight how optimization
methods improve the predictive performance of neural
networks, offering useful insights into their real-world
applications and potential enhancements in various
computational tasks.

The experiments were performed on a high-end system to
ensure accurate and efficient results. The system utilized was
a Lenovo model 82UU, powered by an AMD Ryzen 9
6900HS Creator Edition processor with 16 cores running at
around 3.3GHz. The OS was Windows 11 Pro 64-bit (Build
22631), with English as the regional setting. This setup
included 16GB of RAM, providing ample memory for
complex computations. Additionally, the system had a
substantial page file capacity, with 40,886MB used and
6,029MB available, ensuring smooth handling of data-
intensive processes. These robust specifications facilitated a
comprehensive and practical assessment of the model's
performance. To rigorously evaluate our proposed model, the
dataset was split into 70% for training and 30% for testing,
providing sufficient data for the training process while
retaining a significant portion for unbiased evaluation. The
training set was further partitioned into training and
validation subsets, enabling us to track the model's
performance and fine-tune parameters to prevent overfitting.
This approach ensures that our model is tested on previously
unseen data, giving a clear measure of its generalization and
overall effectiveness.

In Table 4, the comparative analysis of CNN models with and
without PSO reveals the significant impact of optimization
techniques in deep learning. The non-optimized CNN shows
a starting loss of 0.3430 and an accuracy of 70.79%, which
over 20 epochs, steadily improves to a loss of 0.0045 and
accuracy of 96.13%, reflecting the model’s better alignment
with the data and its improved classification capabilities, as
depicted in Figure 4 which illustrates the loss and accuracy
progression over all epochs, where each epoch represents a
full pass through the training dataset, emphasizing the
iterative learning process. Conversely, the PSO-optimized
CNN presents an intriguingly different trajectory. Beginning
with a higher initial loss of 0.8574, it swiftly decreases to
0.0113, while the accuracy remarkably escalates to 99% by
the end of the 20 epochs.
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Table 5 and figure 6 the comparison between Convolutional
Neural Networks (CNN) optimized with Particle Swarm
Optimization (PSO) and their non-optimized counterparts
across multiple metrics—Precision, Recall, and F1-Score—
provides valuable insights into how optimization methods
impact machine learning models. The data clearly
demonstrates that CNNs enhanced with PSO optimization
consistently outperform those without optimization, achieving
near-perfect or perfect scores in precision, recall, and F1-
Score throughout different evaluations. This shows that the
PSO-driven optimization process notably enhances the
model’s ability to correctly classify positive cases while
reducing false positives and negatives. In contrast, the non-
optimized CNN models exhibit more variability in their
performance, with generally lower scores across all metrics.
This suggests a higher incidence of misclassification or
failure to identify all positive samples accurately, highlighting
potential challenges in model generalization and sensitivity to
dataset specifics. The stark difference in performance
emphasizes the value of optimization strategies such as PSO
in achieving higher accuracy, reliability, and overall
performance in machine learning applications. Thus, the
results advocate for the integration of optimization processes
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in the model development phase to enhance predictive
capabilities and ensure more robust outcomes.

Table 4. CNN with and without PSO Accuracy and Loss Results

Epochs  CNN result without optimization CNN result with PSO

1 Loss: 0.8574, Accuracy: 70.79% Loss: 0.1458, Accuracy: 72.90%
2 Loss: 0.3644, Accuracy: 85.05% Loss: 0.0834, Accuracy: 87.59%
3 Loss: 0.2086, Accuracy: 90.07% Loss: 0.0464, Accuracy: 92.76%
4 Loss: 0.1160, Accuracy: 93.14% Loss: 0.0301, Accuracy: 95.92%
5 Loss: 0.0752, Accuracy: 94.59% Loss: 0.0218, Accuracy: 97.41%
6 Loss: 0.0542, Accuracy: 95.28% Loss: 0.0182, Accuracy: 98.12%
7 Loss: 0.0544, Accuracy: 95.62% Loss: 0.0139, Accuracy: 98.13%
8 Loss: 0.0456, Accuracy: 95.95% Loss: 0.0122, Accuracy: 98.48%
9 Loss: 0.0347, Accuracy: 96.10% Loss: 0.0099, Accuracy: 98.82%
10 Loss: 0.0306, Accuracy: 96.31% Loss: 0.0089, Accuracy: 98.97%
11 Loss: 0.0247, Accuracy: 96.39% Loss: 0.0080, Accuracy: 99.19%
12 Loss: 0.0222, Accuracy: 96.44% Loss: 0.0074, Accuracy: 99.27%
13 Loss: 0.0200, Accuracy: 96.52% Loss: 0.0089, Accuracy: 99.32%
14 Loss: 0.0186, Accuracy: 96.60% Loss: 0.0062, Accuracy: 99.40%
15 Loss: 0.0154, Accuracy: 96.64% Loss: 0.0051, Accuracy: 99.53%
16 Loss: 0.0127, Accuracy: 96.69% Loss: 0.0057, Accuracy: 99.58%
17 Loss: 0.0142, Accuracy: 96.66% Loss: 0.0047, Accuracy: 99.55%
18 Loss: 0.0118, Accuracy: 96.75% Loss: 0.0049, Accuracy: 99.64%
19 Loss: 0.0306, Accuracy: 96.72% Loss: 0.0045, Accuracy: 99.61%
20 Loss: 0.0113, Accuracy: 96.13% Loss: -

Table 5. CNN with and without PSO Optimization: Accuracy and Loss
Results

Vol.13(8), Aug. 2025

31 0.86 | 0.89 | 0.88 0.98 1.00 1.00
32 0.89 | 0.86 | 0.88 1.00 0.98 1.00
33 094 | 095 | 0.95 1.00 1.00 1.00
34 097 | 096 | 097 1.00 1.00 1.00
35 0.85 | 0.83 | 0.84 0.97 0.95 0.96
36 0.85 | 0.86 | 0.85 0.97 0.98 0.97
37 092 | 092 | 092 1.00 1.00 1.00
38 0.89 | 092 | 0.90 1.00 1.00 1.00
39 094 | 088 | 091 1.00 1.00 1.00
40 0.83 | 0.84 | 0.83 0.95 0.96 0.95
41 0.85 | 0.87 | 0.86 0.97 0.99 0.98
42 0.85 | 0.81 | 0.83 0.97 0.93 0.95
43 0.85 | 0.87 | 0.86 0.97 0.99 0.98

Furthermore, we evaluated the performance of CNN, CNN-
PSO with another optimization algorithm, CNN-based GA
[35] in classifying different handwritten characters. Table 6
presents the results of these models across four evaluation
metrics. It is evident from Table 6 that CNN-PSO
outperforms the other two models on all metrics. The CNN-
PSO model surpasses the CNN and CNN-based GA models

CNN v_vith_out CNN with PSO optimization in that the classification accuracy of all models achieves
optimization better performance, and the combined CNN-PSO model has
Classes N Precision Recall the best ove_rall accuracy of 9.99. All the recognition models
Precision  Recall Flscore can recognize 43 handwritten characters well but the
Flscore combined CNN-PSO model shows a certain advantage in
01 | 098 | 0.99 | 0.98 | 1.00 1.00 1.00 overall performance.
02 0.87 0.93 0.90 0.99 1.00 1.00
03 0.93 0.89 0.91 1.00 1.00 1.00 Average Performance Scores by Optimization Type
04 | 0.88 | 0.86 | 0.87 | 1.00 0.98 0.99 Loq 0975 0.974 m CNN with PSO
05 0.87 0.91 0.89 0.99 1.00 1.00 0'6;- CNN without optimization
06 0.93 0.87 | 0.90 1.00 0.99 1.00
07 0.75 0.84 0.80 0.87 0.96 0.92 0.8 1
08 0.93 0.86 0.89 1.00 0.98 1.00
09 0.81 0.86 0.84 0.93 0.98 0.96
10 0.81 0.77 | 0.79 0.93 0.89 0.91 0.6
11 0.78 0.85 0.81 0.90 0.97 0.93 §
12 0.85 0.74 0.79 0.97 0.86 0.91 &
13 0.93 0.92 0.93 1.00 1.00 1.00 0.4 1
14 0.92 0.94 0.93 1.00 1.00 1.00
15 0.81 0.91 0.85 0.93 1.00 0.97
16 0.91 0.87 | 0.89 1.00 0.99 1.00 0.2 1
17 0.89 0.79 0.84 1.00 0.91 0.96
18 0.91 0.90 0.90 1.00 1.00 1.00
19 | 090 | 092 | 091 | 1.00 1.00 1.00 0.04
20 0.82 0.86 0.84 0.94 0.98 0.96 Prec;sulo:r;gure 6. Average pagrcfiglrmance score Fl:score
21 0.89 0.89 0.89 1.00 1.00 1.00
22 0.86 0.82 0.84 0.98 0.94 0.96 Table 6. CNN Models Performance Metrics
23 0.85 0.80 0.83 0.97 0.92 0.95 . F1- Additional
24 | 082 | 0.83 | 083 | 094 0.95 0.95 Model Accuracy Precision Recall o b ision
25 0.86 0.89 0.88 0.98 1.00 1.00 CNN 0.87 0.86 0.87 0.85 0.87
26 0.84 0.91 0.87 0.96 1.00 0.99 CNN-GA  0.97 0.95 0.97 0.96 0.97
27 0.79 0.82 0.80 0.91 0.54 0.92 CNN-PSO 0.99 0.99 0.98 0.99 0.99
28 0.85 0.80 0.83 0.97 0.92 0.95
29 086 | 0.87 | 0.87 0.98 0.99 0.99 We further evaluated the computational efficiency of the
30 | 089 | 085 | 087 | 1.00 0.97 0.99 three models, measured as training time in Table 7. The
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CNN-PSO model is more computationally beneficial than the
others when the network has more layers. These models were
run on a CPU platform in Python 3.7. The training time for
the CNN-PSO model is slightly longer than that of CNN and
CNN-GA. Although the inference minutes per data sample
using the CNN models with PSO and without PSO are
relatively low, it is only 3.99 x 10 s to train 13 of a second.
The CNN-PSO model does a good job of balancing
performance and complexity. The complementary
implementation of the CNN-PSO model improves
performance while increasing complexity and longer training.

Table 7. Computational time of CNN and CNN-PSO

Models Training time per data Interference time
sample
CNN 0.14 s 2.54x10°S
CNN-GA 0.16 s 3.12x10°s
CNN-PSO 0.18s 3.99x10°s
Figure 6 shows the convergence curves, accuracy

measurements, and confusion matrices to provide a detailed
analysis of the classification outcomes of the publicly
available handwritten Arabic character dataset [36]. By
modifying parameters such as the number of epochs, batch
sizes, and hidden units, the performance of deep learning
models is critically assessed. Figure 7 showcases the
progression of accuracy and loss convergence for both the
training and validation phases within these models. Initial
findings show moderate accuracy levels that steadily improve
as the number of epochs increases. Simultaneously,
improvements in the loss convergence trends for both training
and validation phases are noted, with CNN-PSO achieving
higher accuracy and the lowest loss compared to the other
two models.

Table 8 shows the performance of CNN, CNN-PSO with
other optimization algorithms CNN-based GA [3] in
classifying Arabic handwritten characters. It presents the
results of these models across four evaluation metrics. It is
clear from Table 8 that CNN-PSO surpasses the other two
models on all metrics. The CNN-PSO model clearly
outperforms CNN and CNN-based GA in classification
accuracy, achieving the best overall accuracy of 99.12%. All
the recognition models can recognize Arabic handwritten
characters well but the combined CNN-PSO model shows a
certain edge in overall performance.
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Figure 7. (a) CNN loss and accuracy graph, (b) CNN-GA loss accuracy
graph, (c) CNN-PSO Loss and accuracy.

Table 8. Comparison of Precision and Accuracy Metrics

Model Accuracy Precision Recall Sl;l);e
CNN 92.87% 95.31% 84.14% 89.38%
CNN-GA 97.3% 97.42% 93.79% 95.57%
CNN-PSO 99.12% 99.35% 96.25% 97.78%

Table 9 illustrates the comparison between our proposed
model and existing methods used for character recognition. In
this table, the performance of our model, which integrates a
CNN combined with PSO, is evaluated against other
established techniques. Our CNN-PSO model stands out by
achieving higher accuracy and lower error rates, indicating a
significant improvement over the traditional methods
currently used in character recognition. This comparison
highlights the effectiveness of our method in improving the
accuracy and reliability of character recognition systems.

Table 9. Comparison of Different Methods for Script Recognition

References Method Accuracy/loss
error rates of
[38] LSTM-bas_e(_j systems for Urdu 13.57% and
recognition (two cases) 5 15%

[39] FF_NN as classn‘_ler for Urdu 74%
script, using various features

Scale-invariant method based on

2 4 ] 8 10 2 4 ] 8 10
Epochs Epochs

© 2025, 1JCSE All Rights Reserved

[41] water reservoir principles for 97.8%
Urdu recognition
Shape context and contours with 91% word

[42] k-nearest neighbor for Arabic

and Urdu scripts recognition rate

BBN Byblos OCR system for
[35] Pashto recognition using left-to-
right HMM

error rates:
2.1% to 26.3%,
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73% scale and

. rotation
SIFT and PCA based classifier . .
[36] : L invariant
for Pashto ligature recognition o
recognition

accuracy

Proposed CNN-PSO 99.64%

4.1. Comparison with Deep Neural Networks (DNN)

In this section, we assess the performance of the proposed
CNN-PSO method against several deep neural networks,
including VGGnet [42], Resnet [43], Nasnet [44], Mobilenet
[45], Inception [47], and Xception [46]. Given the well-
documented benefits of DNNs in machine learning,
particularly in image classification, they have been widely
adopted in recent studies for specific domain tasks. Table 10
presents a comparative analysis between the CNN-PSO
algorithm and these DNNs.

From Table 8, it is evident that although DNNs typically
achieve high recognition ac-curacy, they still fall short
compared to the proposed approach. Specifically, the DNNs
achieve recognition accuracies of 91% and 93%, whereas the
CNN-PSO algorithm at-trains a higher accuracy of 96%.

Table 10. Comparison with Deep Neural Network

Model Accuracy (%) Recall Precision
VGGnet 91 100 91

Resent 53 74 85
Inception 86 95 96
Exception 93 96 87
Mobile net 93 95 100
Proposed 99 99 96

4.2. Limitations and challenges

This research has several limitations and challenges. First,
utilizing the PSO algorithm with CNN architecture, complex
computations with a longer training time were required.
Second, the parameter optimization of the PSO algorithm was
challenging as it depended on how the model was tuned or
optimized, which provided the best performance without over
utilizing the computational resources. Finally, the
performance completely relies on CAD and CUDA-based
high computing technology like Nvidia GPU.

5. Conclusion and Future Work

This study explored the significant effects of Particle Swarm
Optimization (PSO) on a CNN, analyzing key metrics such as
loss and accuracy across multiple epochs. Initially, the
optimized CNN showed progressive improvement,
highlighting its growing classification capabilities. However,
the integration of PSO significantly transformed the CNN’s
learning trajectory, as the PSO-optimized CNN rapidly
decreased its loss and achieved remarkable accuracy, vastly
outperforming the non-optimized model. The comparative
analysis further underscored the PSO-optimized CNN’s
superior efficiency in reducing loss and faster achievement of
high accuracy. Detailed examinations of precision, recall, and
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F1 scores across various classes revealed significant
enhancements, particularly in classes where the unoptimized
model was less effective. The stark improvement in overall
accuracy, derived from average F1 scores, attests to PSO’s
effectiveness. This study conclusively affirms PSO’s efficacy
as a potent optimization tool in deep learning, enhancing
neural network models to adapt more quickly and with
greater precision, and opens new avenues in computational
tasks requiring intricate data interpretation, like handwritten
character recognition, thereby contributing significantly to the
advancement of machine learning.

Future work could explore other optimization approaches,
such as GA or Differential Evolution (DE), to further improve
the CNN-PSO hybrid model. Increasing the dataset with a
wider variety of handwriting samples would enhance the
model’s robustness and ability to generalize. Additionally,
applying the hybrid model to other complex scripts beyond
Pashto and implementing transfer learning to leverage pre-
trained models are promising directions. Finally, integrating
the hybrid model into real-time optical character recognition

(OCR) systems and language translation tools could
demonstrate its practical utility and further refine its
capabilities.
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