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Abstract: In today's digital landscape, the majority of textual data is unstructured, requiring automated classification techniques
for better organization and usability. News article classification into distinct categories such as politics, technology, crime,
education, and entertainment is a crucial task in Natural Language Processing (NLP), with applications in recommendation
systems, fake news detection, and content personalization. This review paper presents a comprehensive overview of various
machine learning approaches employed for multi-label news classification across multiple languages and domains. It synthesizes
methodologies, comparative results, and key insights from numerous studies while identifying prevailing challenges, emerging
trends, and future research directions. The work primarily focuses on contrasting traditional machine learning algorithms with
advanced deep learning and transformer-based models to provide a broad perspective on the evolution of techniques in this
domain.
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Graphical Abstract- This illustration provides an overview of ~ online content demands systems that can automatically
the evolution of machine learning approaches used in multi-label categorize news into relevant topics. Traditional methods
news classification, beginning with traditional models, advancing such as Naive Bayes and SVM have evolved into advanced
through deep learning neural networks, and culminating in deep learning models like CNNs, RNNs, LSTM, and

transformer-based architectures that now play a pivotal role in transformer-based models like BERT, capable of handling
modern classification tasks. semantic complexity.

News Article . . .
Classification Natural Language Processing (NLP) and Machine Learning

Methods (ML) techniques, ranging from traditional algorithms like
| Naive Bayes to advanced deep learning models like LSTM
' ' ' and BILSTM, are used to classify news articles, as manual

Traditional Deep Learning Transformer categorization is impractical. These systems can analyze
Machine Learning Based Models textual content and assign categories based on patterns in
language and context. Applications include personalized
t news feeds, misinformation detection, content moderation,
_ and event detection.

Logistic CNN BERT
:;?/reesBs;ozs RN This study synthesizes_ and evaluat_es a wide array of
Y LSTM approaches—from classic ML algorithms to cutting-edge
SVM BiLSTM deep learning and transformer-based techniques—used for
multi-class and multi-label news classification across

different languages and datasets. Unlike previous reviews that
1. Introduction often focus on a specific algorithm or language, this paper
provides a holistic comparison across multiple linguistic
domains, architectures, and methodological choices. It
identifies key challenges and outlining future directions to
guide research in this evolving field.

News articles are essential to public knowledge and play a
key role in informing the masses. However, the explosion of
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1.1 Objective of the Study

The primary objective of this study is to systematically
review and analyze existing machine learning and deep
learning approaches used for multi-label news classification.
This includes examining traditional algorithms, neural
network-based methods, and transformer-based architectures
in terms of their performance, scalability, and applicability to
diverse news categories such as politics, crime, entertainment,
education, and technology. The study aims to identify key
trends, challenges, and gaps in the current research while
proposing future directions for building more accurate and
context-aware news classification systems.

1.1 Organization

The rest of the paper is structured as follows: Section 2
provides literature review. Section 3 outlines key evaluation
measures. Section 4 describes common architectures. Section
4 discusses results and comparative analysis and Section 5
concludes the paper in reference to future directions.

2. Literature Review

Several research studies have explored the classification of
news articles using different machine learning and deep
learning techniques. In [1], a comparative analysis was
conducted using three machine learning models such as
support vector machine (SVM) linear support vector
classification and random forest alongside two deep learning
models namely LSTM and GRU to classify Bengali News.
The study found that among the ML models, SVM (with
Singular Value Decomposition) performed best, while GRU
achieved the highest accuracy among the DL models. To
improve final classification accuracy, the authors proposed a
majority voting technique, where the predicted class from
each model was counted and the most frequently predicted
class was selected as the final output. Using this approach, the
proposed method achieved a highest overall accuracy of
95.45%, surpassing all individual models. Similarly, the study
in [2] used a variety of ML models such as SVC, Naive
Bayes, Standard gradient descent, Decision trees, Random
Forest, K-nearest neighbors CNN, and LSTM to classify
Arabic news articles by country, with deep learning models
outperforming classical approaches.

For the Urdu language, [3] evaluated three ML classifiers
such as Decision tree, SVN and K- nearest neighbor on a
large corpus, achieving highest accuracy with an SVM. In a
study focusing on the Swahili language, [4] employed
classical ML models, DL models and Transformer based
models. Among traditional machine learning algorithms,
Support Vector Machine (SVM) demonstrates superior
performance. In the domain of deep learning, Convolutional
Neural Networks (CNN) and transformer-based models,
particularly RoBerta Weschel sw have shown the most
promising results. Their transformer-based model sets a new
state of art with 93% test accuracy. For Bangla news
classification, [5] found that a Multi-layer Dense Neural
Network outperformed traditional ML models, reaching
95.50% accuracy.
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The study in [6] employed both traditional models like
Logistic Regression and advanced models like BERT for
English news classification, with BERT achieving up to 98%
accuracy. Similarly, [7] demonstrated the effectiveness of
BiLSTM on the Kaggle dataset, showing superior results over
CNN and LSTM.

The work in [8], categorized news articles based solely on
titles using models like SVM, Naive Bayes, Random Forest,
and RNN, showing that high accuracy can still be achieved
with limited input. In [9], a hybrid model combining CNN,
GRU and attention mechanism was applied to three different
Chinese datasets, including the THUCNews dataset, and
outperformed previous models in terms of classification
accuracy.

Machine learning models such as Naive Bayes, LR, SVM,
KNN discussed in [10] and Naive Bayes works better in
terms of accuracy with 93%.  Another study [11]
experimented with two different datasets, BBC datasets and
five groups of 20Newsgroup datasets and obtained accuracy
97.84% and 94.93% respectively.

The study in [12] emphasized multi-label classification using
5 ML models, NB, RF, DT, SVM, and KNN where SVM
achieved highest accuracy of 89.35%. Similar work is carried
out in [13], where Naive Bayes with TFIDF produces
satisfactory result.

The classification of crime news titles using SVM, Linear
SVM, LR, XGBoost, Multinomial Niave Bayes, KNN,
Decision Trees and Random Forest models was explored in
[14] , achieving up to 99% accuracy with Decision Tree and
Random Forest classifiers.

In [15], researchers focused on classifying Mizo news into
local, national, and international categories, where SVM
outperformed other classifiers such as KNN, decision tree,
Naive Bayes. A similar study in [16] used event
categorization from news articles, where Random Forest
achieved the highest accuracy among compared models.

A comprehensive comparison of classification models for
Myanmar news is presented in [17], demonstrating that
LSTM models outperformed SVM for local and international
news. Another work [18] introduced transformer- based
BERT model for news article classification and compare its
performance with CNN, finding that BERT achieved the
highest accuracy.

The work in [19] experimented with 3 ML models, including
Linear Support Vector Machine (SVM) and (SGD) training &
multinomial Naive Bayes (NB) using two feature extraction
methods - BoW and TF-IDF. The result showed that
multinomial Naive Bayes with BoW achieved highest
accuracy of 92.83%. In [20], word2vec and its two variants,
CBOW and skipgram were applied in conjunction with CNN
on both news and tweet datasets. The results indicated that
CBOW performed better on news data, while Skip-gram
yielded superior results on tweet data.
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Table 1. Comparative Analysis of on News Article Classification

Vol.13(7), Jul. 2025

Ref. | Language/Region Dataset Used Algorithms Used Feature Engineering Accuracy/F1/Remarks
No
[1] Bengali Custom Dataset SVM, Linear SVM, RF, BowW Good performance with SVM, GRU
LSTM, GRU
[2] Avrabic Avrabic news articles SVC, NB, SGD, Dicision N-gram, TF-IDF, DL methods outperform ML
(Hajj, Brexit) Tree, RF, KNN, CNN,
LSTM,BIiLSTM, GRU,
CNN+LSTM,
CNN+BIiLSTM,CNN+GRU
[3] Urdu Urdu News Dataset SVM, KNN, Dicision Tree TF-IDF SVM reached highest accuracy
[4] Swahili Swabhili Dataset SVM, LR, RF, XGBoost TF-IDF, Attention RoBERTa Wechsel sw outperforms all
BiLSTM,CNN,
BiLSTM+CNN
AfriBERTa, XLM-
RoBERTa, RoBERTa
Wechsel sw
[5] Bangla Prothom Alo, Kaggle NB, KNN, SVM, MLP TF-IDF MLP reached 95.5% accuracy
[6] English Kaggle News Linear SVC, BERT BoW, TF-IDF BERT with TF-UIDF achieved 98%
accuracy
[7] English Kaggle News Dataset CNN, LSTM, BiLSTM Word-level and BiLSTM outperformed all
contextual
[8] English News Aggregator SVM, RF, NB, RNN BoW, Word2Vec High accuracy with short input
Data Set
[9] Chinese IMDB film review CNN + GRU Word2Vec, Attention Their model outperforms other state of art.
dataset, Fudan
University Chinese
dataset and
THUCNews dataset
[10] English Custom Corpus Naive Bayes, LR, SVM, Naive Bays showed Outperformed traditional models
KNN highest accuracy with
93%
[11] English BBC datasets SVM TF-IDF 97.48% accuracy for BBC datasets and
20Newsgroup 94.93% accuracy for 20Newsgroup
datasets datasets
[12] English AG news SVM, NB, DT, RF, KNN Text Labeling, TF-IDF SVM reached 89.35%
classification dataset
[13] English Source - Google Naive Bayes TF-IDF NB gives satisfactory result
[14] English Source — Online SVM, Linear SVM, TF-IDF, Count RF and DT achieved highest accuracy up to
Multinomial NB, DT, RF, Vectorizer 99%
KNN, XGBoost, LR
[15] Mizo Collected from Zonet | NB, KNN, SVM, Decision TF-IDF SVM gives best result
website Tree
[16] English - LR, Gaussian NB, RF, TF-IDF, Count RF outperformed all other classifiers
Multinomial NB, KNN, Vectorizer
SVM, DT
[17] Myanmar Myanmar News SVM, LSTM TF-IDF High accuracy in LSTM
[18] English Kaggle dataset BERT BERT BERT gives 91% accuracy.
[19] English - Linear Support VVector BoW, TF-IDF Multinomial Naive Bayes with Bow
Machine (SVM) and (SGD) achieved highest accuracy of 92.83%
training & multinomial
Naive Bayes (NB)
[20] English News dataset and CNN Word2vec CBOW performed better on news data,
Tweet dataset while Skip-gram yielded superior results on
tweet data.
Table 1 summarizes language scope, datasets used, 3.1. Accuracy

algorithms applied, feature engineering techniques, and key
outcomes (accuracy/F1-score or observations) from the above
studies related to news classification using machine learning
and deep learning models.

3. Evaluation Measures

In the field of news classification, evaluating the
effectiveness of machine learning and deep learning models is
essential for benchmarking and comparison. Different studies
have used various evaluation metrics based on whether it is a
binary, multi-class, or multi-label classification challenge.
The most commonly used evaluation measures include:

© 2025, 1JCSE All Rights Reserved

This measure, which is the simplest to understand, shows the
proportion of accurately predicted observations to all
observations. In multi-class news classification, accuracy is
one of the most commonly used evaluation metrics. However,
it's important to interpret it carefully, especially when the

dataset is imbalanced.
Number of Correct Predictions

Accuracy =
y Total Number of Predictions

3.2. Precision

Precision is the ratio of true positive predictions to the total
number of predicted positive instances. It indicates the
model’s ability to avoid labeling negative instances as
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positive. In multi-class news classification, Precision answers
the question: “Of all the news articles the model labeled as a
particular category (e.g., ‘Crime’), how many actually belong
to that category?”’

TP

p . . -
recision TP + FP

Where:

TP (True Positives): Number of news articles correctly
classified as a specific category.

FP (False Positives): Number of articles wrongly predicted as
that category (they actually belong to another class).

3.3. Recall

Recall is the ratio of true positive predictions to the total
number of actual positive instances. It reflects the model’s
ability to identify all relevant instances. In scenarios such as
disaster or political news classification, where missing critical
items could have major implications, high recall is preferred.
So while Precision focuses on how correct the model’s
predictions are, Recall focuses on how complete they are.

TP

Recall = m

Where:
TP (True Positives): Articles correctly predicted to be in a
category.

FN (False Negatives): Articles that actually belong to that
category but were missed by the model (classified as
something else).

3.4. F1-Score

The F1-Score is the harmonic mean of precision and recall. It
balances the trade-off between these two metrics, making it
suitable for datasets with imbalanced class distributions. This
metric is frequently used in multi-label classification tasks
where both false positives and false negatives are critical.
Basically, it gives a single score that balances both the
correctness and completeness of the predictions.

Precision X Recall
F1—Score =2 X

Precision + Recall

3.5. AUC-ROC (Area Under the Receiver Operating
Characteristics Curve)

This metric measures a model’s ability to distinguish between
classes and is widely used for binary and multi-class
classification problems. AUC scores closer to 1 indicate high
classification ability. For instance, studies on Swahili and
multilingual datasets have shown CNN-BiLSTM models with
attention mechanisms achieving AUC scores above 0.95 [4].

3.6. Hamming Loss (for multi-label classification)
Especially relevant in multi-label classification tasks,
Hamming Loss measures the fraction of wrong labels to the
total number of labels. A lower Hamming Loss indicates
better performance in scenarios where each article can belong
to multiple classes like politics, technology, and sports
simultaneously [19], [25].
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3.7. Macro and Micro Averages

Macro-average computes the metric independently for each
class and then takes the average. It treats all classes equally
and is useful when classes are of equal importance. Micro-
average aggregates the contributions of all classes to compute
the average metric. It is better suited when there is class
imbalance, as it weights each instance equally regardless of
class [6], [11].

Different models and datasets require different evaluation
priorities. For example, while some applications prioritize
precision (e.g., fake news detection), others may prioritize
recall (e.g., crime reporting). Most reviewed papers use a
combination of metrics to ensure a comprehensive evaluation.

4. Common Architectures

In the domain of news classification, the choice of model
architecture significantly influences the performance of the
classification system. Common architectures include:

4.1. Traditional Machine Learning

ModelsNaive Bayes, Logistic Regression, Decision Trees, K-
Nearest Neighbors, and Support Vector Machines are widely
used due to their simplicity and interpretability. These models
often rely on bag-of-words, TF-IDF, or other statistical
features [12].

4.2. Convolutional Neural Networks (CNNs)

CNNs are effective in capturing local features and patterns in
text, such as n-gram semantics. They are often used with
embeddings like Word2Vec or GloVe for news classification
tasks [13]. Their strength lies in their ability to detect key
phrases and hierarchical patterns within limited text contexts.

4.3. Recurrent Neural Networks (RNNs) and LSTMs
RNNs, especially LSTMs and BIiLSTMs, are suitable for
sequence modeling. They can capture long-range
dependencies and are effective for understanding the
contextual flow of sentences [1]. BiLSTMs improve upon
standard LSTMs by analyzing data in both forward and
backward directions, offering a more comprehensive
understanding of the text.

4.4. Hybrid Models

Combining CNNs and LSTMs allows models to capture both
spatial and temporal features of text. Attention mechanisms
are often added to improve focus on significant words [9].
These models are effective in handling complex text patterns
and improving performance in multilingual and multi-label
settings.

4.5. Transformer-based Models

Pre-trained models like BERT utilizes self-attention
mechanisms to understand context at a deeper level. These
models achieve state-of-the-art performance in news
classification by encoding rich semantic information [18].
Sentence-level embeddings enhance performance in short-
text scenarios such as headlines or summaries. Their transfer
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learning capabilities allow quick adaptation to low-resource
languages or new domains.

5. Research Methodology

This study was conducted through a systematic review of
existing literature on news classification. Research papers
were collected from reputable academic databases such as
Google Scholar, Semantic Scholar, IEEE Xplore, and others.
The initial pool of papers included a wide range of
publications, which were then screened to remove duplicates
and irrelevant studies. After a thorough evaluation based on
relevance, methodology, and contribution to the field, a total
of 45 high-quality papers were selected for in-depth analysis
and review.

eRecords identified through database searching (N
=70)

eRecords after screening (N = 30)

eStudies included in the review( N =20)

Figure 1 Review procedure of the research
6. Results and Discussion

Results from various studies highlight the strengths and
limitations of different models and techniques. While
traditional ML methods provide speed and simplicity, they
often lag behind in performance compared to deep learning
models. The integration of word embeddings significantly
boosts accuracy across models.

The classification performance varies significantly with
language and resource availability. For instance, in resource-
constrained languages like Mizo [15] and Myanmar [17],
Support Vector Machine (SVM) and Long Short-Term
Memory (LSTM) respectively achieved high accuracy,
demonstrating their robustness even with limited data. In
Swahili, the integration of transformer-based models such as
RoBERTa with Wechsel embeddings outperformed all other
methods [4], underscoring the benefit of leveraging
multilingual pre-trained models for low-resource languages.
Similarly, GRU vyielded competitive results for Bengali news
classification [1].

Overall, the comparative analysis demonstrates that the
performance of news article classification models is
influenced by a combination of factors including the language
of the dataset, the choice of algorithms, feature extraction
techniques, and the size and nature of the corpus. Traditional
machine learning models such as SVM, Random Forest, and
Decision Trees remain highly effective when combined with
TF-IDF or BoW features, particularly for structured and
moderately sized datasets. Deep learning models, especially
LSTM and BIiLSTM, show significant improvements in
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capturing contextual dependencies, while transformer-based
architectures like BERT and RoBERTa consistently
outperform others due to their ability to model rich contextual
relationships. Additionally, studies involving
underrepresented or low-resource languages are increasingly
leveraging multilingual and pre-trained models, showing
promising results. These findings suggest a growing trend
towards the adoption of deep and contextual models, although
traditional approaches still hold value, especially in resource-
constrained settings.

7. Conclusion

This review has explored a wide spectrum of approaches in
the domain of news article classification, ranging from
traditional machine learning algorithms to advanced deep
learning models. Across the studies reviewed, it is evident
that while traditional methods like Naive Bayes and SVM
remain relevant for their simplicity and efficiency, deep
learning architectures, particularly those utilizing contextual
embeddings and transformer-based models like BERT,
consistently  outperform in  accuracy, contextual
comprehension, and generalizability.

A major takeaway is the importance of data preprocessing
and the use of semantic word embeddings, which
significantly enhance classification performance.
Furthermore, hybrid models that combine CNNs and LSTMs
with attention mechanisms offer robust solutions for handling
sequential and semantic dependencies in text

Despite notable advancements, challenges remain in scaling
models to diverse and multilingual datasets, handling class
imbalance, and ensuring interpretability. Future research may
benefit from integrating Explainable Al (XAIl) techniques,
addressing low-resource languages, and expanding the use of
transfer learning for domain adaptation. By synthesizing
existing methodologies and highlighting gaps, it provides
valuable insights that can guide future innovations and
experimental designs in the field of automated text
classification.
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