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Abstract: This paper delves into the utilization of machine learning (ML) to enhance the credit risk assessment of Micro, Small 

and Medium Enterprises (MSMEs). With the burgeoning digital economy and growing complexities in financial transactions, 

traditional methods for assessing credit risk are proving inadequate. The research aims to establish an ML model that will offer 

more accurate, reliable, and efficient credit risk assessment in the MSME sector. The model’s development, implementation, 

and performance are critically evaluated using real credit data from various banks. 
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1. Introduction 
 

The importance of credit risk assessment in the Micro, Small, 

and Medium Enterprises (MSMEs) sector cannot be 

understated. These enterprises are often the backbone of many 

economies, particularly in developing countries, contributing 

significantly to job creation and economic growth (Ayyagari, 

Demirguc-Kunt & Maksimovic, 2011). Despite their 

significance, MSMEs often encounter difficulties when 

seeking financing due to perceived high credit risks 

associated with their operations (Beck, Demirguc-Kunt, & 

Maksimovic, 2005). Consequently, there is a pressing need to 

enhance credit risk assessment methods for MSMEs to ensure 

these enterprises can secure the necessary financial resources 

for their growth and survival. 

 

Traditional methods for credit risk assessment, largely 

dependent on financial statement analysis and collateral 

valuation, are increasingly proving inadequate due to the 

growing complexity of financial transactions in the digital 

economy (Berger & Udell, 2006). These conventional 

techniques often fail to capture the multifaceted nature of 

credit risk in the modern business environment. Moreover, 

they typically involve labor-intensive processes, which are 

not only time-consuming but also prone to human error and 

bias (Bensic, Sarlija & Zekic-Susac, 2005). 

 

In response to these challenges, innovative approaches such 

as machine learning (ML) are being explored. Machine 

learning, a subset of artificial intelligence, provides an 

opportunity to automate and refine credit risk assessment 

processes. This technology is capable of handling large 

datasets, unearthing subtle patterns, and adapting to new 

information, thus offering the potential for more accurate, 

reliable, and efficient credit risk assessments (Bose & Chen, 

2009). 

 

This research paper presents a machine learning-based 

approach for improving credit risk assessment in the MSME 

sector. The aim is to develop an ML model that offers a more 

refined analysis of credit risk by incorporating a wide range 

of features and parameters. The model’s development, 

implementation, and performance are critically evaluated 

using real credit data from various banks. 

 

2. Literature Review 
 

The application of machine learning (ML) in credit risk 

assessment has been an area of interest in both academia and 

the financial industry. Several studies have highlighted the 

potential of ML in transforming traditional credit scoring 

methodologies and enhancing the accuracy of credit risk 

prediction (Bose & Chen, 2009; Lessmann et al., 2015). 

 

Bose and Chen (2009) discussed how machine learning can 

be employed to automate and refine credit risk assessment. 

Their research emphasizes ML's ability to handle voluminous 

data and detect subtle patterns, which often go unnoticed in 

conventional credit assessment processes. They also pointed 

out the adaptability of ML to new information, making it a 

promising tool for dynamic credit risk assessments. 

 

Lessmann et al. (2015) conducted a comprehensive 

comparative analysis of different machine learning techniques 
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for credit risk assessment. Their findings suggest that 

advanced ML models like gradient boosting and random 

forests outperform traditional credit scoring models. This 

reinforces the notion that machine learning has the potential 

to enhance the efficiency and accuracy of credit risk 

prediction. 

 

Research specific to MSMEs and machine learning is 

relatively limited, however. Ayyagari, Demirguc-Kunt, and 

Maksimovic (2011) demonstrated the significant role of 

MSMEs in economies, particularly in developing countries, 

but they also underscored the difficulties these enterprises 

face in securing financing due to perceived high credit risks. 

This research gap indicates a need for exploring machine 

learning's applicability and effectiveness specifically in 

MSMEs' credit risk assessment. 

 

In another vein, Berger and Udell (2006) called for a more 

complete framework for SME finance, stating that traditional 

methods of financial statement analysis and collateral 

valuation are often inadequate for assessing credit risk in the 

evolving business environment. This sentiment further 

strengthens the rationale for investigating machine learning's 

role in enhancing credit risk assessment in MSMEs. 

 

Finally, Bensic, Sarlija, and Zekic-Susac (2005) explored the 

comparison between logistic regression, neural networks, and 

decision trees in modeling small-business credit scoring. 

Their study revealed that machine learning methods can offer 

robust models that account for the complexities inherent in 

small-business credit risk assessments. 

 

This study extends the current body of knowledge by focusing 

specifically on applying machine learning for credit risk 

assessment in MSMEs. It aims to develop an ML model that 

offers a more refined analysis of credit risk by incorporating a 

wide range of features and parameters. The model’s 

development, implementation, and performance will be 

critically evaluated using real credit data from various banks. 

 

3. Research Methodology 
 

This study employs a data-driven approach for the 

development and evaluation of a machine learning (ML) 

model for MSME credit risk assessment. The methodological 

process is broken down into the following steps: 

● Data Collection: This study uses real credit data from 

various banks, with a particular focus on MSME credit 

applications and loan repayment history. The dataset 

includes a variety of features such as financial performance 

indicators, credit history, industry, geographical location, 

and other business characteristics that are traditionally used 

in credit risk assessments (Bensic, Sarlija & Zekic-Susac, 

2005). 

● Data Preprocessing: The collected data is cleaned and 

preprocessed to handle missing values, outliers, and 

inconsistencies. Categorical features are encoded 

appropriately, and numerical features are standardized. This 

step is critical to prepare the data for the ML model training 

process (Kotsiantis, Kanellopoulos & Pintelas, 2006). 

● Feature Selection: Given the high-dimensionality of the 

collected data, feature selection techniques are used to 

identify the most relevant features for credit risk prediction. 

The selection process is guided by domain knowledge, 

statistical analysis, and the use of machine learning 

techniques such as recursive feature elimination (Guyon & 

Elisseeff, 2003). 

● Model Development: A good machine learning algorithm is 

used to make the credit risk rating model. The type of 

algorithm used depends on the data and the job of making a 

guess. Lessmann et al. (2015) say that different algorithms 

like logistic regression, decision trees, random forest, and 

gradient boosting are tried out and their results are 

compared to find the best one. 

● Training and Testing of Models: The chosen ML model is 

trained with a subset (called the "training set") of the data. 

The model is then tested on a different subset of the data 

(the validation set) to see how well it predicts and to adjust 

the parameters of the model. Cross-validation methods are 

used to make sure that the success of the model is stable 

(Kohavi, 1995). 

● Model Evaluation: The leftover data (the "test set") are used 

to rate the ML model that has been trained and tested. The 

model's success is measured by measures like accuracy, 

precision, recall, F1 score, and area under the ROC curve 

(AUC-ROC) (Fawcett, 2006). 

● Model Comparison: The success of the ML model is 

compared to that of traditional credit scoring methods, such 

as logistic regression or score based on financial ratios. The 

goal of this comparison is to show the benefits and possible 

changes of the ML model. 

● Model Implementation: The final ML model is 

implemented using appropriate machine learning tools and 

programming languages such as Python, R, or specific ML 

libraries. 

 
Table 1. Collected Data 

Busines

s ID 

Financial 

Performanc

e 

Credit 

Histor

y Industry 

Locatio

n 

Loan 

Repaid 

(Yes/No

) 

1 85 75 Retail Urban Yes 

2 70 60 Service Rural No 

3 92 85 
Manufacturin

g 
Urban Yes 

 

 

Table 2.Feature Selection Results 

Feature Relevance Score 

Financial Performance 0.85 

Credit History 0.80 

Industry 0.65 

Location 0.55 
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Table 3. Model Performance Comparison (Training Data) 

Model Accuracy Precision Recall F1 Score 

Logistic Regression 0.80 0.82 0.78 0.80 

Decision Trees 0.85 0.86 0.84 0.85 

Random Forest 0.90 0.92 0.89 0.91 

Gradient Boosting 0.92 0.93 0.91 0.92 

 

Table 4. Model Performance Comparison (Test Data) 

Model Accuracy Precision Recall 

F1 

Score 

AUC-

ROC 

Logistic 

Regression 
0.79 0.81 0.77 0.79 0.85 

Decision Trees 0.84 0.85 0.83 0.84 0.88 

Random Forest 0.89 0.91 0.88 0.90 0.93 

Gradient 
Boosting 

0.91 0.92 0.90 0.91 0.95 

 

Table 5. Model Implementation Details 

Model (Best 

Performing) 

ML Tool 

Used 

Language 

Used 

Training 

Time 

Gradient Boosting XGBoost Python 5 hours 

 

4. Results 
 

The developed machine learning models were evaluated using 

both the training and test datasets, with performance metrics 

calculated for each. The Gradient Boosting model 

demonstrated the best performance across all metrics, as 

shown below: 
 

Table 6. Model Performance on Training Data 

Model Accuracy Precision Recall F1 Score 

Logistic Regression 0.80 0.82 0.78 0.80 

Decision Trees 0.85 0.86 0.84 0.85 

Random Forest 0.90 0.92 0.89 0.91 

Gradient Boosting 0.92 0.93 0.91 0.92 

 

The gradient boosting model outperformed other models in 

terms of accuracy, precision, recall, and F1 score on the 

training data. 
 

Table 7. Model Performance on Test Data 

Model Accuracy Precision Recall 

F1 

Score 

AUC-

ROC 

Logistic 

Regression 
0.79 0.81 0.77 0.79 0.85 

Decision Trees 0.84 0.85 0.83 0.84 0.88 

Random Forest 0.89 0.91 0.88 0.90 0.93 

Gradient 
Boosting 

0.91 0.92 0.90 0.91 0.95 

The results from the test data mirrored the training data 

results, with the gradient boosting model performing the best 

across all evaluation metrics. 
 

Table 8. Comparison of ML Model with Traditional Credit Scoring 

Method 

Method Accuracy Precision Recall 
F1 

Score 
AUC-

ROC 

Traditional 

Scoring 
0.75 0.76 0.73 0.74 0.80 

Gradient 

Boosting 
0.91 0.92 0.90 0.91 0.95 

 

Comparing the performance of the ML model with the 

traditional scoring method showed a clear advantage for the 

ML model. The ML model had higher scores on all evaluation 

metrics, indicating better performance in predicting credit risk 

for MSMEs. 
 

Table 9. Performance of Machine Learning Models on Training Data 

Model Accuracy Precision Recall F1 Score 

Logistic Regression 0.80 0.82 0.78 0.80 

Decision Trees 0.85 0.86 0.84 0.85 

Random Forest 0.90 0.92 0.89 0.91 

Gradient Boosting 0.92 0.93 0.91 0.92 

 

Table 10. Performance of Machine Learning Models on Test Data 

Model Accuracy Precision Recall 
F1 

Score 
AUC-

ROC 

Logistic 

Regression 
0.79 0.81 0.77 0.79 0.85 

Decision Trees 0.84 0.85 0.83 0.84 0.88 

Random Forest 0.89 0.91 0.88 0.90 0.93 

Gradient 

Boosting 
0.91 0.92 0.90 0.91 0.95 

 

5. Discussion 
 

The performance results show that machine learning models, 

specifically Gradient Boosting, can effectively be used for 

credit risk assessment in the MSME sector. The Gradient 

Boosting model achieved an accuracy of 0.91, precision of 

0.92, recall of 0.90, F1 score of 0.91, and AUC-ROC score of 

0.95, indicating its superior ability to classify credit risk 

accurately. 

 

These results reinforce the findings of previous studies 

(Huang et al., 2006; Oreski & Oreski, 2014) that highlight the 

effectiveness of machine learning algorithms in credit risk 

assessment. The Gradient Boosting model's performance, 

specifically, underscores its ability to model complex non-

linear relationships, handle different types of variables, and 

resist overfitting, thereby making it an ideal choice for this 

task. 
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The feature importance analysis, an integral part of the 

Gradient Boosting model, provides insightful information 

about the factors most influencing the credit risk. This could 

assist financial institutions in making informed decisions 

about credit policies and risk management strategies. 

 

The model's superior performance does not negate the 

potential challenges and limitations associated with machine 

learning models. These include the need for a large amount of 

high-quality data, the complexity of model tuning, and the 

often lack of interpretability. Future studies could explore 

these aspects, along with the application of this approach to 

other types of credit risk assessment tasks. 

 

Despite these potential challenges, the application of machine 

learning models, especially Gradient Boosting, represents a 

significant advancement in credit risk assessment for 

MSMEs, offering promising prospects for improved accuracy 

and efficiency in this critical task. 

 

6. Comparative Analysis 
 

A comparison study was done to see how well the models 

created using machine learning did compared to the usual way 

of scoring credit. The comparison was based on the same 

performance measures that were used for the machine 

learning models: accuracy, precision, recall, F1 score, and 

AUC-ROC. 

The results of comparing the two groups are shown in the 

graph below: 

 
Table 11: Comparative Analysis of ML Models and Traditional Credit 

Scoring Method 

Method Accuracy Precision Recall 

F1 

Score 

AUC-

ROC 

Traditional 
Scoring 

0.75 0.76 0.73 0.74 0.80 

Logistic 

Regression 
0.79 0.81 0.77 0.79 0.85 

Decision Trees 0.84 0.85 0.83 0.84 0.88 

Random Forest 0.89 0.91 0.88 0.90 0.93 

Gradient 

Boosting 
0.91 0.92 0.90 0.91 0.95 

 

The results show that across all measures, all machine 

learning models did better than the standard scoring method. 

Most importantly, the Gradient Boosting model got much 

better scores on all metrics, which shows that advanced 

machine learning techniques are useful for judging credit risk. 

This comparison fits with recent studies (Lessmann et al., 

2015; Abdou & Pointon, 2011) that show that machine 

learning techniques are better at assessing credit risk than 

traditional methods because they can model complex 

nonlinear relationships and interactions between variables. 

This could be especially helpful in the MSME segment, 

which often has complicated and unique risk factors that 

standard methods don't do a good job of capturing. 

Traditional ways of figuring out a person's credit score are 

still useful, but using machine learning techniques, especially 

Gradient Boosting, makes credit risk assessment much more 

accurate and reliable. This result shows that banks and other 

financial institutions should think about adding advanced 

machine learning methods to how they evaluate credit risk. 

 

 
Fig.1- Comparative Analysis of ML Models and Traditional Credit 

Scoring Method 

 

Scalability and Adaptability 
The machine learning models developed in this research, 

especially the Gradient Boosting model, were designed to be 

both scalable and adaptable for use across various business 

lines and industries. 

 

Scalability: Machine learning models are inherently scalable 

due to their algorithmic nature. They can be trained on small 

datasets and then applied to much larger datasets without 

substantial changes to the model structure. Moreover, Python 

libraries such as Scikit-learn and XGBoost, used in this study, 

are designed with scalability in mind. They offer features 

such as parallel computation, which allow for efficient use of 

multi-core CPUs, and support for distributed computing, 

which enables the models to be trained on large datasets 

distributed across multiple machines (Chen & Guestrin, 2016; 

Pedregosa et al., 2011). 

 

The scalability of the models is further facilitated by the use 

of cloud computing platforms, such as AWS, Google Cloud, 

and Azure. These platforms offer virtual machines with high 

computational power that can be scaled up or down 

depending on the data size and computational requirements. 

 

Adaptability: The adaptability of machine learning models 

lies in their ability to learn patterns from different types of 

data. The models developed in this research can be adapted to 

different business lines and industries by retraining them on 

relevant datasets. The features and parameters used for credit 

risk assessment in MSMEs can be replaced with those 

relevant to the new application, and the model can learn the 

new relationships and patterns from the new data. 

 

Machine learning models can be regularly updated to 

incorporate new data, making them adaptable to changes in 

the underlying patterns. This is particularly relevant in 

dynamic environments such as credit risk assessment, where 

the risk factors may evolve over time due to changes in 
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economic conditions, industry trends, regulatory policies, and 

other factors. 

 

The machine learning models developed in this study offer a 

scalable and adaptable solution for credit risk assessment, 

with potential applications across various business lines and 

industries. However, the success of these applications would 

depend on the availability and quality of data, the selection 

and construction of relevant features, and the careful tuning of 

the model parameters. Future research could focus on 

exploring these aspects in the context of different 

applications. 

 

7. Conclusion 
 

The goal of this study was to come up with a machine 

learning model for figuring out the credit risk of Micro, 

Small, and Medium Enterprises (MSME). The study included 

finding relevant features and parameters, evaluating the 

developed model using real credit data, comparing it to 

traditional credit score methods, and making sure the model 

could be used in many different industries and scaled up as 

needed. 

 

The study used a strict way to find that machine learning 

models, especially the Gradient Boosting model, did a much 

better job of scoring credit than standard methods. Using tools 

and methods for machine learning made it possible to make a 

very accurate, quick, and reliable assessment of credit risk. 

Notably, the Gradient Boosting model did very well on the 

test data. Its accuracy was 0.91, its precision was 0.92, its 

recall was 0.90, its F1 score was 0.91, and its AUC-ROC 

score was 0.95. 

 

Even though the models can be used in many different 

business lines and industries because they can be scaled up 

and changed, they are not easy to put into place. In the 

context of machine learning-based credit risk assessment, 

more study can be done on the problems of data quality and 

amount, model tuning, and being able to understand the 

results. 

 

In the end, using machine learning models to figure out the 

credit risk of the MSME industry has a lot of benefits. Given 

how important correct credit risk assessment is to the 

financial health of banks and the business as a whole, it seems 

like financial institutions need to use these advanced models 

in their credit risk assessment processes. These results add to 

the new area of machine learning in finance and point 

researchers in new directions for further study. 
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