
 © 2023, IJCSE All Rights Reserved                                                                                                                                             30 

 

International Journal of Computer Sciences and Engineering  
Vol.11, Issue 4, pp.30-38, April 2023  

ISSN: 2347-2693 (Online) 

Available online at: www.ijcseonline.org                         

 

Research Paper  

Seed Selection for Region-Growing Image Segmentation Based on Detected 

Keypoints 

Ibrahim El rube`
1

 

1
Computer Engineering Department, CIT College, Taif University, Taif, KSA  

Author’s Mail Id: Ibrahim.ah@tu.edu.sa 

 

Received: 02/Mar/2023; Accepted: 10/Apr/2023; Published: 30/Apr/2023. | DOI: https://doi.org/10.26438/ijcse/v11i4.3038 

Abstract: Seeded region growing (SRG) segmentation is utilized frequently in image processing, computer vision, and machine 

intelligence applications. The accuracy of the segmentation produced by the fundamental SRG algorithm relies on the proper 

seed selection. In this paper, seeds are allocated for each color component of the input image using a keypoint detector. Two 

methods for obtaining seeds are examined; the first method uses the keypoints as the seeds, while the second method uses the 

centers of the triangles constructed using the keypoints as the seeds for the SRG algorithm. After that, each color plane is 

subjected to the SRG algorithm, and the result is then concatenated. Subsequently, this segmentation is enhanced by employing 

a statistical region-merging algorithm. Several traditional keypoint detectors, such as SIFT, SURF, KAZE, and Harris, are 

compared and examined using the well-known Berkeley segmentation dataset (BSD) images. Finally, the provided technique is 

compared with two other approaches for image segmentation: K-means and mean shift. 
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1. Introduction  

Image segmentation aims to group pixels into distinctive and 

recognizable image regions, i.e., areas correlating to specific 

surfaces, objects, or natural portions of objects. It is a pre-

processing step for applications such as biometrics, shape and 

object detection and recognition, and medical imaging [1],[2]. 

There are a variety of techniques for segmentation that can be 

found in the literature and have been proposed and utilized 

over the last few decades. These methods can be classified 

into thresholding, clustering-based, boundary-based, region-

based, and hybrid methods [3], [4], [5]. Techniques that rely 

on region growing are superior to edge-based ones in noisy 

images where it is challenging to distinguish boundaries. 

Also, the seeded region growing (SRG) [6] is region-based, 

combining smaller subregions or individual images into 

bigger ones; it is a comparably fast technique and a 

parameter-tuning-free method. However, choosing a good 

seed that affects the SRG and produces efficient segmentation 

still has challenges with various choices and selection 

methods. Different techniques, such as thresholding, edges 

and centroids, neighbor's area, and fuzzy, were used in the 

literature to create seeds.  

 

This article illustrates an automated method for finding seeds 

to feed the region-growing segmentation approach; it is 

carried out using the following steps: A typical keypoint 

detector is employed to identify the seeds. Next, the seeds for 

the segmentation procedure are determined using either the 

keypoints themselves or the central locations of the triangles 

created by these keypoints. Consequently, an SRG 

segmentation algorithm is separately applied to each seed to 

obtain the segmented image. Statistical region merging 

(SRM) is then applied to the merged regions for additional 

processing. 
 

The layout of the subsequent divisions is as follows: The next 

section briefly introduces related research on growing 

regions, the third section presents the proposed technique for 

growing regions-based segmentation, the fourth section 

demonstrates the experimental results, and lastly, the 

conclusion and recommendations for future research are 

presented in the final section. 

 

2. Relate Work: Seeded Region Growing 
 

2.1 Typical seeded region growing segmentation 

Image segmentation utilizing seeded region growing 

algorithms can comprise the main stages shown in Figure 1. 

The input is usually a color/gray-level image followed by an 

optional pre-processing step with filtration and enhancements 

functions that the system developer specifies according to the 

condition of the input data. The first main procedure is to 

calculate the number and allocation of the seeds needed for 

the seeded region-growing (SRG) algorithm, which segments 

the image into similar regions accordingly. Usually, good 

segmentation results should be followed by a region merging 

(RM) algorithm that makes the overall segmentation process 

more meaningful with fewer metrics errors.  

https://orcid.org/ 0000-0001-8471-1341
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Figure 1. Typical SRG-based segmentation steps. The dashed-line blocks are non-compulsory. 
 

The pre-processing and post-processing steps are usually 

embedded to enhance the results of the segmentation process. 

The exact operations in these two stages have yet to be agreed 

on across implementations, even for the same segmentation 

methods. However, it can vary according to several 

parameters, including the needed implementation 

requirements, the application domain specifications, the input 

data condition, and the shape and format of the desired 

results.  

 

2.2 Region growing algorithms 

Many region-growing segmentation methods and applications 

have been found in literature in recent decades. In [7], 

Watershed and Active Contour algorithms were used to 

evaluate the region-growing method for medical CT scans. 

The authors demonstrated that the proposed method 

segmented lung tumors effectively and may assist medical 

experts. A semi-automatic region-growing segmentation 

method with a progressive thresholding strategy based on 

probability maps and a unique Gray-Space map combining 

photo geometry and intensity levels was described in [8]. The 

authors recommend applying it outside medical imaging even 

though it is effective for parotid glands, tumors, and spinal 

cord segmentation. Region growing to utilize superpixels 

guided by previously acquired geometry information is 

presented in [9]. An innovative Smart Region Growth method 

(SmRG) for segmenting individual neurons in the complex 

3D layout of the brain is presented in [10]. Its region-growing 

method uses a homogeneity criterion to recreate complex 3D 

cellular structures from high-resolution brain tissue photos. In 

[11], wave region-growing around local peaks were linked to 

close pixels in declining order of values to divide atomic 

force microscope images. In reference to flood monitoring 

applications, [12] compares and evaluates thresholding, 

region growing, and hybrid algorithms. According to tests, all 

methods can derive useful water information from images, 

but the hybrid strategy with high segmentation accuracy was 

the most effective. The authors of [13] offer a combined 

rough set and region-growing method to segment and identify 

fire smoke in images correctly. According to [14], 

segmentation of breast sonar images using an adaptive region 

growth technique based on a neutrosophic set (NSSRG) is 

suggested. By converting the photos into the NS domain, 

each pixel's similarity set score and uniformity value are 

computed to describe them. Seed regions are created using 

adaptive Otsu-based thresholding and shape.  

 

Seeds can be selected manually or automatically generated by 

algorithms such as the local homogeneities, which include the 

J-image [15] and the H-image [16], the centroids between 

these adjacent edge regions [17], Harris corner detector [18], 

the similarity in a 3×3 pixel area with preset threshold values 

[19], rectangle centroids [20], color gradient and adaptive 

threshold [201], and fuzzy-based edge detection [22]. 

Automated SRG initial seed and cutoff value selection uses 

particle swarm optimization (PSO) cluster strengths in [23] 

for MRI breast tumors. Morphological thinning and level set 

active contour find and remove breast skin. In [19], a Harris 

corner detector is used after obtaining a single-color channel 

from multiple color mappings of the input image, then 

selecting one seed, and region-growing segmentation is 

applied. More recently, a non-parametric polygonal seed 

selection method enhances segmentation problem handling 

and seeded region growing (SRG) [24]. The proposed method 

offers a foundation for growing regions to improve medical 

imagery. Traditional SRG, K-Means, and Watershed 

segmentation provide qualitative data on axial brain slices. 

The seed-based region-growing method's early seed selection 

determines its partition in [25], where the local extreme pixels 

find the seed points. In [26], another SRG segmentation 

method used square areas instead of pixels for color images. 

The seeds were created using gradient values, and then RG 

and RM algorithms were applied. The study in [27] uses 

Advanced Complete Color Feature (ACCF) and Region 

growing process to divide disease-spotted leaves in real-

world settings. Region growing removes debris backdrop in 

disease spot segmentation by directly choosing growing seeds 

in the ACCF map. In [28], the seeds are automatically 

selected from the pyramids of the Gaussian difference of 

images. 

 

3. Keypoints-Based Region Growing Image 

Segmentation 
 

As described earlier, seed computation is required for the 

SRG method to accomplish the segmentation process 

effectively. Often, the segmentation is performed on the 

grayscale version of the input image, as depicted in Figure 2 

a), and seeds are frequently determined for the grayscale 

version of the input image. Therefore, in this scheme, which 

will be regarded as gray-level SRG (GSRG), the input image 

is first converted to the gray-level image to allocate the 

keypoints, then the strongest one(s) is selected as a seed(s) for 

the region-growing algorithm. Many traditional keypoints 

detectors exist in the literature, which can be used in this step, 

including SIFT [29], SURF [30], KAZE [31], Harris [32], and 

others. In the second scenario, as illustrated in Figure 2 b), the 

seeds are calculated independently for each color plane of the 

input image. The region growing is then applied to each color 

plane separately before using the SRM algorithm. Therefore, 

this scheme is regarded are color-image SRG (CSRG). 
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The segmentation procedure for GSRG, as depicted in Figure 

2 a), will generate two segments per seed. If more image 

segments are desired, the segmentation procedure should 

utilize more seeds (i.e., robust keypoints). Increasing the 

number of seeds will improve the segmentation result at the 

expense of an increase in segmentation's overall 

computational time. For the CSRG in Figure 2 b), each color 

plane has its seeds that yield different segments; hence, for a 

single seed per color plane, the total number of segmentations 

after merging the three-color planes' results will range from 

two to eight. After region-growing segmentation, the 

statistical region merging (SRG) method enhances 

segmentation outcomes.  

 

a) Gray-level image seeds computation with gray-image segmentation (GSRG). 

b) Color-image seeds computation with color-image segmentation (CSRG). 

Figure 2. Image segmentation using seeded region growing; a) Gray-image based seeds with gray-image SRG segmentation (GSRG), b) Color-image channels-
based seeds with Color-image SRG segmentation (CSRG). 

 

To allocate the seeds for both cases, two methods are 

investigated. In the first method (Method1), the seeds are the 

strongest keypoints assigned by the adopted keypoint 

detector. Therefore, the number of seeds is given by 

𝑆𝑝1 = 𝐾𝑝  

𝐾𝑝 is the number of the strongest keypoints obtained by the 

keypoint detector per image plane 𝑝. 

After identifying the keypoints as in method1, with the four 

corners of the image and the keypoints, Delaunay triangles 

are created with centers that serve as the new seeds for the 

region-growing algorithm in method2. Since all keypoints 

except the corners are inside the rectangular convex hull, 

from the triangulation properties, the number of triangle 

centroids, which are the seeds method2, is given by  

𝑆𝑝2 = 𝐶𝑝 = 2 ∗ 𝐾𝑝 + 2  

𝐾𝑝 is the number of the detectors' strongest keypoints, and 𝐶𝑝 

is the number of triangle centers per image plane 𝑝. 

According to equations (1) and (2), each image's total number 

of seeds depends on the segmentation method and scheme 

employed. Consequently, the total number of unique seeds for 

the GSRG is the same as the number of seeds computed from 

equations (1) and (2), depending on the method employed. 

Because only one image plane (i.e., grey level) is used for 

each image, this is the case. 

 

In contrast, the total number of distinct seed locations for the 

CSRG scheme could increase to three times the number of 

seeds computed by equation (1) or equation (2) due to the 

reason that the SRG segmentation is applied separately to 

each color plane. So, a single detected keypoint in the 

CSRG+Method2 scheme could produce up to 12 distinct seed 

locations (four in each color plane). 

 

Figure 3 depicts the determination of seeds based on either 

grayscale or color image detection of keypoints with either 

method1 or method2. In method1, the seeds are the strongly 

detected keypoints (𝐾𝑝), whereas, in method2, the seeds are 

the centers (𝐶𝑝 ) of the triangles formed from method1's 

keypoints. The diagram shows the detected keypoints using 

SIFT keypoint detection with 𝐾𝑝= 5. 
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Figure 3. An example of the computed seeds based on: a- Gray-level image keypoints and b- Keypoints detection per color plane. In each case, two methods for 

calculating the seeds are tested: In method1, the seeds are the strongly detected keypoints (𝐾𝑝) (blue star markers), whereas in method2, the seeds are the centers 

(𝐶𝑝) of the triangles (green square markers), formed from method1's keypoints and image corners. 

 

It is noticed from the illustration of Figure 3 that the seeds are 

not necessarily located in the exact location among the image 

color planes, which may increase the number of new seeds' 

locations for the same image compared to the method of gray-

level keypoint detection and may result in better segmentation 

for a small number of keypoints. Therefore, the total number 

of distinct seed locations using method2 with the three-color 

planes may reach up to three times the number of locations of 

seeds in the gray-level image case. 

 

4. Experimental Results and Discussion 
 

The keypoint-based SRG segmentation schemes described in 

the previous section are evaluated and assessed using 100 

images and their associated ground truth data selected from 

the 500 images of the Berkely Segmentation Dataset (BSD) 

[33]. Figure 4 shows a sample of the images from the created 

100-image dataset with an example of the ground truth 

images.  
 

 
Figure 4. Sample images used in the experiments with a sample of 

segmentation ground truth. 

 

The region-growing and statistical region-merging MATLAB 

scripts are adopted and modified for the current experiments 

from the functions “segCroissRegion” and “srm” found on 

MATLAB Central File Exchange, respectively. In addition, 

all keypoint detectors, SIFT, SURF, KAZE, and Harris, are 

MATLAB functions in toolbox directories. 

4.1 Comparing GSRG and CSRG schemes 

The mentioned schemes, GSRG and CSRG, are tested with 

the two methods of seed computation on the given 100-image 

dataset. Sample of the results of the two methods for 

obtaining the seeds, as described earlier by method1 and 

method2, with the two segmentation schemes, GSRG and 

CSRG, using the SIFT keypoint detector are shown in Figures 

5 and 6. For each case, a different number of the obtained 

strongest keypoints, in which 𝐾𝑝 =1, 5, 10, and 20, is 

examined. Figure 5 shows that the GSRG segmentation 

improves with the increase of keypoints using method1, while 

in general, it gives better results for the same number of 

keypoints with method2. However, in the case of the roses, in 

the last column, it can be seen that it fails to give a reasonable 

segmentation outcome. In Figure 6, the other segmentation 

scheme, CSRG, results in better outcomes than the GSRG 

segmentation scheme due to using the three-color planes (R, 

G, and B) in the segmentation process.    
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Figure 5. Samples of GSRG segmentation output for method1 and method2 

for Kp=1,5, 10, and 20. 

 

 
 

 
Figure 6. Samples of CSRG segmentation output for method1 and method2 

for Kp=1,5, 10, and 20. 

 

Two metrics are used to evaluate the segmentation outcome's 

quality: The first is Segmentation Covering (SC), which 

evaluates the intersection of segmentation output and ground 

truth regions [34]. The higher the SC value, the better the 

quality of segmentation. The Probability Rand Index (PRI) is 

the second metric, which estimates the probability that a 

particular pair of pixels has consistent cluster labels. Larger 

PRI values imply more accurate segmentation results [35], 

[36]. 

 

The statistical merging approach generates multiple 

segmentation outputs; therefore, three values are computed 

for each of the two measures: Fixed predicted and ground 

truth scales (FPGS), through which only the first output of the 

segmentation outcome and the first ground truth image for 

each experimental image are considered. Fixed predicted 

scale (FPS) in which only the predicted scale is fixed with the 

best match in the ground truth is obtained, and the best scale 

(Best) finds the best results between the predicted and ground 

truth images scales. 

 

The results of the segmentation techniques GSRG and CSRG 

employing the well-known keypoint detection SIFT are 

shown in Figures 7, 8, 9, and 10, together with the mean SC 

and mean PRI values for the 100-image dataset. Comparing 

the results of the mean SC measures for both schemes, GSRG 

and CSRG, as depicted in Figures 7 and 8, the findings 

indicate that method2 combined with the CSRG segmentation 

outperforms the other methods. A similar conclusion may be 

obtained when comparing the results of the mean PRI 

measure in Figures 9 and 10. Further, this performance 

improvement is barely affected by the increase in the number 

of determined keypoints, particularly for the CSRG scheme, 

as a result of the increases in the number of image segments 

and the performance limitations of the statistical region 

growing method. 

 

 
Figure 7. The mean SC results for the segmentation scheme GSRG for the 

two methods of seeds computation (method1 and method2) using the SIFT 

keypoint detector. 
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Figure 8. The mean SC results for the segmentation scheme CSRG for the 

two methods of seeds computation (method1 and method2) using the SIFT 

keypoint detector. 
 

 
Figure 9. The mean PRI results for the segmentation scheme GSRG for the 

two methods of seeds computation (method1 and method2) using the SIFT 

keypoint detector. 
 

 
Figure 10. The mean PRI results for the segmentation scheme CSRG for the 

two methods of seeds computation (method1 and method2) using SIFT 
keypoint detector. 

 

4.2 Comparing different keypoint detectors 

All the experiments and the results shown so far were carried 

out utilizing the SIFT keypoint detector, one of the famous 

traditional detectors. However, we need to test the same 

schemes with different keypoint detectors to see how the 

performance varies with that change. Therefore, the two 

extreme settings are chosen to test the SURF, KAZE, and 

Harris detectors and compare them to the previously tested 

SIFT detector.  

 

For the lowest configuration, GSRG+Method1 segmentation 

with a single seed (𝐾𝑝=1), as shown in Figure 11, the results 

show that the selection of the keypoint detector may give 

different segmentation performances, which is due to the 

difference in locating the assigned seed based on the detection 

of the strongest keypoint in the grey-level plane of the image. 

For the highest tested settings of the second scheme, shown in 

Figure 12, the CSRG+Method2 segmentation scheme is 

tested with 𝐾𝑝=20 (i.e., Sp2= 42 seeds per color plane), the 

performance of all keypoint detectors improved with a slight 

lead to the SIFT detector followed by the KAZE detector, 

then the SURF detector while the Harris detector has the 

lowest performance among rest.  

  

 
Figure 11. The mean SC measurements for the GSRG+Method1 

segmentation with Kp=1 using different keypoint detectors. 
 

 
Figure 12. The mean SC measurements for the CSRG+Method2 

segmentation with Kp=20 using different keypoint detectors. 
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The other measure, the mean PRI, produces similar leading 

results for the four tested detectors, as shown in Figure 13 and 

Figure 14. The differences between these detectors are minor 

for a large number of seeds and that they are expected to 

vanish for a much greater number of seeds. 

 

 
Figure 13. The mean PRI results for the GSRG+Method1 segmentation with 

Kp=1 using different keypoint detectors. 

 

 
Figure 14. The mean PRI measurements for the CSRG+Method2 

segmentation with Kp=20 using different keypoint detectors. 

 

4.3 Comparison with traditional methods 

The keypoints-based CSRG segmentation is also compared 

with other traditional methods widely used in image color 

reduction and segmentation applications, such as the K-means 

[37] and the mean shift algorithms [38]. Figure 15 shows a 

sample of the output of these two algorithms similar to 

images previously shown in Figures 5 and 6 for visual 

comparisons with the given algorithms.  
 

 
Figure 15. Sample of K-means and mean shift algorithms output for images 

from the adopted 100 images used in the experiments. 

The results of the mean SC and the mean PRI measures in 

Figure 16 clearly show the differences between the 

CSRG+Method2 segmentation algorithm compared with the 

K-means (MATLAB function) and mean shift (MATLAB 

code implemented by: Bryan Feldman) traditional algorithms. 

 

 
Figure 16. Segmentation comparison between K-means, mean shift, and 

CSRG+Method2 scheme using the SIFT keypoint detector (with Kp=20 per 

color plane). 

 

5. Conclusion and Future Scope 
 

The region-growing approaches used for the segmentation of 

images critically depend on the choice of the seeds to be used. 

Despite numerous algorithms attempting to manually or 

automatically select appropriate seeds based on the image's 

properties or information, keypoint-based seeds provide a 

suitable solution. A keypoint detector such as SIFT, SURF, 

KAZE, and Harris may be utilized for allocating the seeds. In 

instances with fewer seeds, the segmentation results of these 

detectors may vary based on the detectors' locations identified 

by the detector. However, if there are many determined seeds, 

the segmentation results may not directly reflect the effect of 

adopting a particular keypoint detector. Finding the centroids 

of the triangulations created by the strongest detected 

keypoints for each color plane in the given image is one 

method to increase the number of seeds while preserving 

coverage of the image's essential regions. In addition, 

utilizing SRM, which merges analogous segments, enhances 

the performance of the segmentation.  

 

The findings could be improved by identifying other seeds; 

necessitating increased computational complexity. Therefore, 

future research may concentrate on eliminating irrelevant 

seeds and limiting duplication. Additionally, alternative 

methods of growing regions, particularly those that provide a 

more adaptive combination and aggregation of regions based 

on the properties of each image part, could be studied. 
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