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Abstract: Collaborative filtering recommender system is utilized as a significant method to suggest products to the users 

depends on their preferences. It is quite complicate when the user preference and rating data is sparse. Missing value occurs 

when there are no stored values for the specified dataset. Typical missing data are in three categories such as (i) Missing 

completely at random, (ii) Missing at random and (iii) Missing not at random. The missing values in dataset affect accuracy and 

causes deprived prediction outcome. In order to alleviate this issue, data imputation method is exploited. Imputation is the 

process of reinstating the missing value with substitute to preserve the data in dataset. It involves multiple approaches to 

evaluate the missing value. In this paper, we reviewed the progression of various imputation techniques and its limitations. 

Further, we endeavored k-recursive reliability-based imputation (k-RRI) to resolve the boundaries faced in existing approaches. 

Experimental results evince the studied methodology appreciably improves the prediction accuracy of recommendation system. 
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1. Introduction  
 

As a result of the massive volume of online information 

availability, there arises the prerequisite for information 

filtering technique grounded on user’s curiosity and item 

combinations which are offered by the recommendation 

systems [1]. The volume of online information availability in 

the recent decades has risen dramatically. Owing to this 

speedy progress, the problem of filtering the information by 

the recommender system based on the individual user’s 

interest becomes a critical issue for the forth- coming 

customers [2]. Recommender system techniques are 

categorized into following categories [17]: 

 

 Content-based Filtering  

 Collaborative Filtering 

 Hybrid Filtering 

 Demographic Filtering 

 

Among the aforementioned techniques, collaborative filtering 

is considered as a preferred solution to predict the user interest 

by their explicit data (ratings and reviews). Collaborative 

filtering technique further classified into two categories as 

follows [3]: 

 

 Memory-based Collaborative filtering 

 Model-based Collaborative filtering 

 
Figure 1: Various recommender system techniques 

 

The benefits of the recommender system are utilized by 

various fields including e-commerce, e-learning, healthcare, 

social media and so on [16]. The performance of the 

recommender system is affected by many factors including 

insufficient data, arrival of new user or new item, scalability 

and data redundancy. Dataset with sparse data produces the 

poor prediction which leads lacking of recommendation 

accuracy [4].  
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Missing value is a common issue that pacts with data and 

causes data analysis and biased results issues [5]. Missing date 

can be classified into three categories as follows: Missing 

Completely at Random (MCAR) – There is no correlation 

between missing data with observed and unobserved data [6]. 

Missing at Random (MAR) – Information is missing 

independently with observed data but not with unobserved 

data. Missing not at Random (MNAR) – Information is 

missing independently with unobserved data itself [6]. 

Missing data issue can resolve by two factors including 

deletion of instances and missing data imputation. Deletion 

method or data removal method performed eliminating the 

entire record which confines one or more missing data. It 

presents the un- stable outcomes by deducing the statistically 

analyzed samples [7]. To overcome this problem, data 

imputation is processed in which statistical value is 

manipulated to replace the missing data in the record [8]. 

There is several data imputation techniques are utilized by the 

researchers. Recursive reliability-based imputation technique 

is suggested to resolve the missing value in the dataset. It is an 

iterative process to compute the missing data in k number of 

steps.   

 

Rest of the paper organized as follows: Section II 

demonstrates the several works taken in the field. Section III 

describes the varieties of data imputation techniques. Section 

IV portrays the studied imputation methodology. Performance 

evaluation and experimental results are demonstrated in 

Section V and the paper is concluded in Section VI. 

 

2. Related Work  
 

Caio Ribero et al. studied data-driven missing value 

imputation approach and tested that approach in 10 various 

longitudinal datasets. The proposed approach presents feature-

wise ranking of a set of missing value imputation techniques 

and the author estimated the proposed method in two set of 

experiments [12]. Dieter William Joenssen et al. studied hot 

deck missing data imputation method and the simulation 

showed that notable variations of donor usage limitations. The 

author studied that the limitations of donor usage is better in 

some situations and unlimited usage of donor is better some 

other situations according to the circumstances [11].    

 

Rouhia M. Sallam et al. proposed an enhanced collaborative 

filtering method based recommender system with two 

approaches: Item-based collaborative filtering (KNN) and 

Singular Value Decomposition based Collaborative Filtering. 

The proposed methods evaluated by RMSE and MAE. The 

proposed memory-based and model-based methods are 

achieved RMSE and MAE value 1.1969, 0.922 and 1.0187, 

0.8077 respectively [3]. 

 

3. Data Imputation Techniques 
 

3.1 Mean Substitution Method 

Mean substitution is a simple imputation technique that 

consists in replacing each missing value with the mean of the 

known values of its respective variable [9]. Formally, if Yi j ϵ 

Ymiss, its imputed value is calculated as 

𝐘𝐢,𝐣 =
∑ 𝐑𝐤,𝐣. 𝐘𝐤,𝐣

𝐧
𝐤=𝟏

∑ 𝐑𝐤,𝐣
𝐧
𝐤=𝟏

                                             (𝟏) 

 

where Rk, j are the respective values of the variable in the 

matrix of missingness R. One of the most important 

advantages of this method is the low computational cost it has 

be- cause it’s only necessary to compute each variable’s mean 

[10]. It reduces the variability in the data because of the use 

of the mean value, as it’s repeated several times in each 

variable. It also weakens the covariance and correlation 

statistics in the data because this method ignores the 

relationships between variables. 

 

3.2 Hot-deck imputation Method 

Hot deck imputation methods are a group of imputation 

techniques that aim to infer the unknown values of the 

samples, or individuals, of the data using information of the 

dataset from the most similar individuals to the one that’s 

being inferred. Given a specific sample that contains missing 

values, known as the recipient, the main idea of this group of 

methods is to select one sample, or a group of samples, within 

the dataset which will be used to infer the recipient’s missing 

values.  

 

Those samples are known as donors and usually, are selected 

in terms of similarity with the recipient, i.e. in terms of 

distance. Each method proposes a specific methodology in 

selecting the recipient’s donors and in inferring the unknowns 

[11]. Regarding the selection of donors, some of the 

methodologies that are being used include the use of distance 

functions or clustering methods, as the k-Nearest Neighbors 

methods, also known as k-NN, or the k-Means methods. 

Deterministic hot-deck method and Random hot-deck method 

are the two types of hot-deck imputation methods. 

 

3.3 Predictive Mean Matching Method 

The Predictive Mean Matching method also denoted as PMM 

method, is a random hot-deck method that consists in 

retrieving actual dataset values from the nearest observed 

individuals. In PMM, the recipient’s nearest individuals in a 

specific variable are those individuals that have a known 

variable value and which linear regression estimated value for 

the imputed variable is similar to the recipient’s linear 

regression estimated value [12].  

 

Given a dataset with data matrix Yϵ 𝑅𝑛×𝑝 , let 𝑌𝑖,𝑚𝑖𝑠𝑠 be the 

value that going to be imputed and, therefore, let 𝑋𝑚𝑖𝑠𝑠 be the 

variable which values are being imputed from. Finally let 

𝑋⃗ = (𝑋1, 𝑋2, . . , 𝑋𝑡) be a set of variables of the dataset selected 

to be used to estimate 𝑋𝑚𝑖𝑠𝑠 as a linear combination of them, 

that is, 

 

𝑿𝒎𝒊𝒔𝒔 = 𝜷𝟏𝑿𝟏 + 𝜷𝟐𝑿𝟐 + ⋯ + 𝜷𝒕𝑿𝒕 + 𝜺                    (𝟐) 

 

where β⃗⃗ = (β1, β2, … , βt)  are known as the regression 

coefficients and where ε is the error term. 
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3.4 Multiple Imputation Method 

Several imputation methods that we’ve explained up to this 

point, as the Predictive Mean Matching or the Random Hot-

deck methods, include a random selection from the pool of 

donors [7]. The fact of choosing randomly carries ambiguity 

about the imputed values. Multiple imputation method 

provides a constructive strategy based on three steps.  

 Imputation - Given a dataset which contains missing 

values and which is stored in a matrix Y, the multiple 

imputation method generates a set of m complete 

datasets Y1, Y2,..., Ym by using the same random 

imputation method. Usually, m takes value from 3 to 5.  

 Analysis - Each of the m datasets extracted from the 

previous step are analyzed by using standard 

procedures, such as the computation of some statistics. 

 Pooling - After the conclusions extracted from the 

analysis of the datasets, the obtained results are 

combined from the different datasets into a final one. 

 

However, an important disadvantage of multiple imputations 

is, it’s a time consuming method due to the multiple iterations 

in the datasets and their respective analysis. It’s also required 

a statistical expertise to understand the analysis step.  

 

4. Studied Imputation Methodology  
 

 
Figure 2. Working principles of k-recursive reliability-based imputation 

 

In k-recursive reliability-based imputation method, missing 

values are imputed recursively. High reliability data are 

identified and selected at the early stage. Then the selected 

reliability data are imputed recursively. Whenever lower 

reliability criteria are occurred, additional selection progress is 

performed in an iterative manner.  

 

Unlike existing approaches, to resolve the data sparsity issue, 

our proposed k-RRI restored the real and reliable virtual data 

[13]. In accordance with the actual rating histories of the users, 

predicted data are assigned in a provided step and the virtual 

data are assigned in the previous step.  The threshold cut-off is 

employed to set the user-item similarity index. 

 

4.1 k-Recursive Reliability-based Imputation Method 

Steps 

Step 1: Initialize the input values i.e.) user-item rating matrix, 

similarity set of user-item, active user and item prediction, 

recursive count and the threshold cut-off. 

Step 2: Initialize the imputed matrix. 

Step 3: Calculate and impute the missing value based on the 

threshold cut-off by executing the k recursive steps. 

Step 4: Diminish the cutoff value as per the progress of 

algorithm. 

Step 5: Set the similarity value for current user and item.    

Step 6: Select the set of key neighbours and merge the active 

user and item. 

Step 7: Impute the missing data in the imputed matrix. 

 

5. Performance Evaluation and Experimental 

Results  
 

We tested our method on BookCrossing (BX) dataset which 

were collected by the Cai-Nicolas Ziegler. It contains 

1,149,780 ratings from 278,858 users on 271,379 books [14]. 

The dataset was divided as testing model and training model 

for our convenient. In test data model, rated items are limited 

with values labelled as T1, T2, T3 and T4. The performance of 

the recommender system is evaluated by performance 

matrices. We evaluated the performance accuracy by mean 

absolute error (MAE). It is written as [15], 

 

MAE  =  
𝟏

|𝐑̂|
 ∑ |𝐫𝐮𝐢 − 𝐫̂𝐮𝐢|𝐫̂𝐮𝐢∈𝐑                            (𝟑) 

 
where R is the test dataset. 

 

 
Figure 3. Data imputation for missing data with prediction accuracy 
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Figure 4. Prediction accuracy for various number recursive values (k) in k-

RRI 

  

6. Conclusion  
 

Recommender system is utilized by researchers to overcome 

the information overloaded problem. Yet, Sparseness in 

dataset affects the performance and accuracy of the 

recommender system. To alleviate the aforementioned 

problem, an effective missing value handling technique is 

obligated. In this paper, we discussed the missing data issue 

which leads data sparsity in datasets and various approaches 

utilized for the data imputation techniques. Further, we studied 

k-recursive reliability-based imputation method to impute the 

missing data to effectively alleviate the data sparsity problem. 

k-RRI method is based on the recursive process and the 

optimized result is obtained by lowering the threshold cutoff 

value. The efficiency of the algorithm is measured by mean 

absolute error and the studied approach relatively increased 

the prediction accuracy. The experimental results 

demonstrated the effectiveness of the algorithm compared 

with the existing imputation measures. 
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