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Abstract— Story construction from deep learning is a naive methodology suitable for the digital forensics, smart video
surveillance, and intelligent robotics applications. So far deep learning has been utilized for image recognition and
classifications. The sequence of those images and classification of them on a temporal basis leads to the development of
knowledge on the entire changes in the scenes and finally end up with a story in which the identified scenes are connected
with unambiguous changes. This paper retrieves the pros and cons of the research work on recurrent topic transition GAN
for Visual Paragraph Generation and relation pair visual paragraph generation. The Existing algorithms proposed for
constructing the stories are RTT GAN, RP GAN and BF GAN. These are implemented with respect to different
applications human computer interaction, intelligence robotics, digital forensics etc. The survey of the subjected algorithms
gives the transparency of their working principles. The current paper presented the visual representation, description,
generation of paragraphs with various methodologies along with the comparison.
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l. INTRODUCTION
The above Figure 1 shows that relation among

The present environment of image classification and Convolutional neural network (CNN), Artificial neural

recognition demand in scene recognition and also a story to
be constructed on top of it. Now a day’s scene recognition
is an essential topic in various applications like digital
forensics and intelligent robotics. Digital forensic is one of
the branch of forensic science to get the evidence from a
crime in a digital manner. For example if any crime
happened in a place based on the series of scenes it can
detect details of the crime happened and narrate a story
behind the scene without any human intervention.
Similarly the service of robots in current environment
increasing day by day. In this environment robots are
recognize objects in the scene and performed specific
actions from the input sensors. This paper surveyed on
story construction techniques using deep learning. Deep
learning is a part of artificial intelligence in which data
processing is done through multiple layers in order to
extract high level features .In deep learning models like
convolution neural networks and recurrent neural networks
are used [25].

ANN

A

RNN CNN

Figure 1.Relation between ANN, CNN and RNN
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network (ANN) and Recurrent Neural Networks (RNN)
[20].All the neural networks categorized under the neural
networks algorithms. Some of the functionalities are same
among them. CNN and RNN utilize fixed length input and
feed forward recursion. Parameter sharing between RNN
and CNN. There is no special relationship between ANN
and CNN. Convolution Neural Network (CNN) is a part of
Artificial Neural Network (ANN) mainly used for
recognition of objects or image [3]. The main aim of CNN
is used to reduce the dimensionality of the given input
image. Recurrent Neural Network (RNN) is also one of the
type neural networks, used for memory usage for short
term. RNN is give data back to itself [12]. This paper
surveying on paragraph generation models that focus on
word RNN, Sentence RNN and Paragraph RNN from [1],

[2].

I.1. Definitions

A Scene is a place whereat an individual or objects can act
within or navigate. Recognition is a process of identifying
an object or a feature. A Story is a series of connected
events that written over words either written or spoken,
imagery both static and moving objects, body language,
performance, music, or any other beget of
intercommunication. Story Construction is a narration of
story at various scenes in a place.
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I.11. Scene Recognition

Scene recognition is an essential description of the picture
or image as opposed to list of items with inside the scene
[14],[20]. It is used in various applications like Intelligent
Robotics, Computer Interaction through  human,
Autonomous Driving, and Smart Video Surveillance and
Digital Forensics. It is beneficial to lessen than the distance
among computer systems and people whilst obtaining
knowledge for a scene. It is applied to computer vision
tasks like description of image and detection of objects.
The main aim for scene recognition is to assign the
semantic names or marks to the images [20]. Semantic
names or marks are characterized with the aid of using
humans which include scenes both indoor and outdoor
environments and etc. Based on the scene, the above Figure
2 shows the scene recognition of various images.

Figure 2.Different Scene Recognition Pictures

Based on the images or objects in a scene it gives the
description. In the above figure it differentiates the scene
like office, kitchen, rest space and corridor etc. From the
given scenes it detects image into various regions with
semantic labels and gives description of the image in the
form words, short text phrases, sentences and paragraphs.

Il. RELATED WORK

This section reviews literature on story construction
techniques using deep learning for scene recognition that
are related to our work. Now discuss about various
paragraph generating techniques.

11.1. RECURRENT TOPIC TRANSITION GAN [1]

This technique produces the coherent paragraph description
by applying a method called as Recurrent Topic Transition
General Adversarial Network (RTT-GAN)[1].Previous
methods failed to cover proper meaning of the generated
paragraphs.

© 2022, IJCSE All Rights Reserved

Vol.10(12), Dec 2022, E-ISSN: 2347-2693

Image (I) I

v

Set of Semantic
Regions(R;.L;)

Apply Dense Captioning Method

Short text phrases

\ Visual feature vector

Paragraph Generator

DN
|

Z

E | = . 2 e
WRNN SRNN PRNN Language ‘f:ual
- > attention -
W) (5 (P) module S
— ! 4 L . |__module
[ I I
Discriminator
o Topic Transition
Sentence Discriminator — > e s
Discriminator

Figure 3.Recurrent Topic Transition GAN

From the above Figure 3, recurrent topic transition is a
combination of paragraph generator and paragraph
discriminator. From the diagram, the input image (1) can be
divided into set of meaning full regions ((R;,L;) by applying
Dense Captioning Method (DCM)[1],[2].Dense Captioning
Method(DCM) is used to detect visual features from the
image and labelling each feature with a short descriptive
phase. Regions are a combination of both visual feature
vector and short text phrases. The maximum number of
regions used is 50 regions [1]. These labelled regions will
key in to the paragraph generator. Paragraph generator
frequently generates sentences in a region .Paragraph
generator can be sub divided into three level of Recurrent
Neural Networks (RNN) groups and two attention modules.
The three levels of recurrent neural networks are listed
below.

1. Word RNN (WRNN)

2. Sentence RNN (SRNN)

3. Paragraph RNN (PRNN)

And two attention modules are given below

i Language attention module.

ii.  Spatial visual attention module.

Now see the how the recurrent neural networks works

11.1.1. WoRD RNN (WRNN)
Word RNN merged with a language attention module that
describes the local phases of the semantic region and word
RNN generates words [1], [2]. In this paper the maximum
number of words generated is 30 words is given in Eq (1)
Wi={W, W, W;... W @
Where W; is the number of words generated by the
paragraph generator.
Here i=30, maximum number of words is 30.
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I1.1.11. SENTENCE RNN (SRNN)
Sentence RNN merged with a module called a spatial visual
attention module that describes the focus on the semantic
region[1].1t's responsible for counting number of sentences
and additionally that sentences must be within the paragrap
h and creating a topic vector of each sentence. Sentence
RNN controls the next sentences by selecting the
appropriate region of the image. The maximum number of
sentences generated is Six sentences. Each sentence is a
combination of words with in the region

Se= {W 3} @

Where S, is combination of words in the region i

5={(51,5z......5:} ®)
Where §; is the number of generated sentences by
paragraph generator. Here i=6, maximum number of
sentences.

1L.1.111. PARAGRAPH RNN (PRNN)

The generated sentences in the previous step will be act as
input to the paragraph RNN used in [1],[2].1t produces
paragraph hidden state as output. Each paragraph contains
sentences of respective regions, this can be shown by

From Eq (1), (2) and (3)

Pe(5¢lSe-1, R) = WR(WeilWe o1, S1:-1R) (4)

Where F; is paragraph generated at ‘t’ sentences within
region ‘R’
Wi js combination of words

St is sentence generator

The generated paragraph will be given to discriminators to
check the differences between the generated sentences and
making sentences. there are two discriminators used
in[1].first discriminator is sentence discriminator(SD)
which is used to check the individual sentences and second
discriminator is topic transition discriminator (TTD)which
is used to collect the individual sentences from sentences
discriminator as input and generate coherent paragraph
description as output. In order to generate individual
sentences Sentence discriminator (SD) used a mechanism
known as Long Short term Memory Recurrent Neural
Network (LSTM-RNN).In order to get constructed
paragraph description topic transition discriminator (TTD)
is also used a mechanism called Long Short term Memory
Recurrent Neural Network (LSTM-RNN).From [1], the
input is Image and output is paragraph description. The
merit of this method is Paragraph description with semantic
manner and demerit is only first sentences annotations are
given for training.
I1.11.  RELATION PAIR GENERAL ADVERSARIAL
NETWORK [2]

Paragraph Generation used for the given input image
establish a relation in a subject and object relation ,this
produces the coherent paragraph description with subject
and object relation by applying a method called as Relation
Pair General Adversarial Network (RP-GAN) [2].previous
methods, relationship among visual objects employed in an
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unexpressed manner. From the below diagram can be
divided into three parts.

1. Relation pair detection

2. Visual relationships

3. Caption generation

I Image (I) I

Apply Dense Captioning Method
v

Relation Pair Detection
Set of Regions(R, S, 0)

\J < Subject. Object>
y

Visual Relationship
Subject & Object Relation(S, R. O)

Subject.Relation, Object>

y

Caption Generation

WRNN  fr—

PRNN

A 4

Discriminator

Figure 4. Relation Pair General Adversarial Network (RP-
GAN)

ILI1.1. RELATION PAIR DETECTION

For the given input image, by applying dense captioning
method it divided into regions and also labels with subject
and object combination like <subject, object> pair. From
the set of regions R, in Relation Pair method classified as
subjects (Rgpj) and objects (Rqp;) and these subjects and
objects should be less than the regions, R [2].

Rshi< R and Rohi <R (5)
Where Rgy; is subjects in the regions
R

obj is objects in the region
R is region

ILILIL VISUAL RELATIONSHIPS

After getting <subject, object> pair from Eq (5) it predict
the relation between two regions by applying attention
based network mechanism. After this step it generates
<subject, relation, object> pair. For every region R it
generates visual feature maps and performs Union
operation to get minimum number of regions. For region a,
b it generates V, and Vy, feature maps, after performing
union operation it produces V,.Here it detects the subject
and objects with boxes and perform cross multiplication to
get valid relationships. The subject and object boxes pair
shown below
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(Dsbj- Dobi)
Dspj X Dopj
subject and object
Where Dy, detecting subject boxes
Dopj Detecting object boxes

—  Valid relationship between

ILILII1. CAPTION GENERATION
In this step it converts visual relational features into
language by applying long short term memory (LSTM)
technique. From [2], it used two types of LSTM techniques.
LSTM is a type of recurrent neural network (RNN),is
adequate of holding long term storage of data. These two
LSTM techniques are listed below.

i Sentence LSTM

ii. Word LSTM

ILILITLL. SENTENCE LSTM
One valid relationship generates one sentence .it checks the
number of sentences in generated paragraph.

ILILIILIL. WORD LSTM

It generates number of words from the given input vector.
Finally the generated paragraph will be given to
discriminator. Discriminator check whether the generated
paragraph is valid sentences or not. The input is image and
output is paragraph. The merits of this technique is
Paragraph with proper semantics [7].To got accurate
information and demerits is need more robustness to
detection of errors in objects because it uses both visual and
relational features in order to generate sentences.

IL111. CONTEXT AWARE VISUAL PoLICY NETWORK
(CAVPN) AND LANGUAGE PoLIcY NETWORK (LP) [3]
Image Captioning studied used to produce context aware
features from the context aware visual policy network
(CAVPN) generates gentle paragraph description from the
input image [3]. Previous techniques concentrate only on
language not for visual features.

; Single sub Single
Image Regons e A
Cont \ :
Composi
Visual context Context ext i b
licy featur B L
I eat policy
e

Compositi
on
features

Figure 5. Context aware visual policy network (CAVPN)
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From Figure 5, it has two networks one is network of
context aware visual policy and network of language
policy. Now discuss about each network in detail.

I1.111.1. CONTEXT AWARE VISUAL POLICY NETWORK
(CAVPN) [3]
From given input image can be divided into regions by
applying region policy mechanism. Context aware visual
policy network (CAVPN) can be divided into four sub
policies[3]. All these sub polices are generating gentle
paragraph description Let us see each one in detail.

1. Single sub policy network

2. Context sub policy network

3. Composition sub policy network

4. Output sub policy network

ILIIL.1.1 SINGLE SUB POLICY NETWORK
This network extracts features from the regions collected
from the given input image. The features came from this its
single sub policy network.

The input features at each time step ‘t” are the detected
regions, this can be shown below Eq (6)

vi = fef'=sIPS(st, Q) ()

Where Qf'= {ry,r5...r,} set of regions

ve'= feisasub policy network with single feature
attimet

HL111L1.1l. CONTEXT SUB POLICY NETWORK

At each step the time‘t’ every visual context having hidden
visual outputs. But every context word may not be suitable
at present word generation.so this can be overcome by
context sub policy network. This sub policy network may
select only the appropriate situation information and
integrated with identified region.

From Eq (6), the result of context aware sub policy network
is calculated as

Cten=WZIf Tl ()

where fF° is visual features context representation at
time t
Len s context aware sub policy network
Tn is nth regions

11111, COMPOSITION SUB POLICY NETWORK

This network takes previous hidden state and means
pooled features and produces the composite features. This
sub policy is same as to single sub policy network.

ve= fef = SIP(s;,Qr) ®)
where Qf = {C€;1,€;3...Co}
v is composite features
fedis output sub policy features at time t

ILILLTV. OUTPUT SUB POLICY NETWORK

After getting single, composite and context sub policy
layers it generates visual output features. It can be shown
below

fef=SIP*(s?,Q7) ©)
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where Qf = {v§' vf ¥} from Eq (7) and (9)
fef is features in output sub policy
network at time t

ILIT1L11. LANGUAGE PoLicY NETWORK (LP)

FC Layer

[

Visual =
feature - LSIM

Figure 6. Language policy network

From Figure 6 it is LP network, it produces coherent image
description [3]. The visual features came from context
aware visual policy network that will act as an input to
language policy network. In this network it uses long short
term memory (LSTM) [4]. In order to update hidden state
and it uses soft max function [3].To get the probability of
the each word. LSTM is used also recurrent neural network
to hold the data in long term. Soft max is softer version of
the max function, and FC layer is a fully connected layer
used to calculate output class score.

11T HIERARCHICAL REPRESENTATION OF CAVPN
&LP
The CAVPN and LP networks can also be represented by
hierarchical manner [3].These are

i Sentence level CAVPN and Sentence level LP

ii. Word level CAVPN and Word level LP

ILITLTILL. SENTENCE LEVEL CAVPN AND SENTENCE
LEVEL LP

Figure 7 describes the visual features of the context aware
visual policy network (CAVPN) at sentence level
individually given to input to language policy network at
sentence level.

Sentence
level LP

Sentence
[mage——>{ level CAVPN |——V0—)

Figure 7. Sentence level CAVPN

Here v, is the v,CAVPN(R, { vy, V3 ... Vp_4}
Where b=1, 2,....n, number of sentences and R
is the region.

1L WORD LEVEL CAVPN AND WORD LEVEL LP
Similarly Figure 8 describes the visual features of the
context aware visual policy network (CAVPN) at word
level individually given to input to language policy network
at word level.
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Word level
__>vr1,b —> LP

Word level

Image | CAVPN

Figure 8. Word level CAVPN

Here v, j is the v ;= CAVPN(R, { vy, V3 ... U1}
Where b=1, 2, .... n,, are number of words.
Vap jg Visual representation of bth word from ath

sentences and R is region

The input is image and output is Coherent image
description and merit of this method is got best
performance by applying image captioning method and
demerit is it is applicable to only sequential decision
making tasks [3].

I11.1V. BACKWARD AND FORWARD GENERATIVE
ADVERSARIAL NETWORKS (BFGAN) [4]
In Sentence Generation is of backward and forward
adversarial networks proposed a method Backward and
Forward Generative Adversarial Networks (BFGAN) to
impose the lexically constrained sentences [4].In previous
methods it is very difficult to impose lexically constrained
sentences. From the below diagram Figure 9, Backward and
Forward Generative Adversarial Networks (BFGAN)
worked on these three phases [4].

1. Backward Generator

2. Forward Generator

3. Discriminator

Word constraint (W)

Provision

Backward Generator
(Wi.wa.... Weo—1)

Reverse and Provision

N

Forward Generator
Weo—1,Weo,Weos1 - - Wn)

A 4

Discriminators

Figure 9. Backward and Forward Generative Adversarial
Networks (BFGAN)
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11.1V.l. BACKWARD GENERATOR

Here the input is a word constraint. The word constraint
may be a word or phrase or a sentence [4]. That constraint
is given to backward generator that takes it as sentences
starting point and generated first half sentences backwards.
The word constraints Eq (10) is given below

(Wy, Wa,... Weo_y) (10)

1st half sentences backward

Scc= Weg—1-000 Wy

Where s.. isfirst half sentences and ¢
constraint

is the

11.1V.11. FORWARD GENERATOR

The sentences generated by backward generator are reverse
and give provision to forward generator. It generates the
complete sentences with the help of discriminator.

Weo—1: Weg Wegaq «e- Wy (12)
2nd half sentences forward
Where 5. issecond half sentence and ¢ is the

constraint
By combining Eq (10) and (11), it generates sentences

IL.1V.111. DISCRIMINATOR

Discriminator is used to identify the difference between
original sentences and machine generated sentences studied
in [1]. The responsibility of discriminator is to combining
of two generators by assigning a reward to them [4]. To
improve the balanced constrained sentences, long short
term memory with dynamic attention mechanism (attRNN-
LM) is used as generator [4]. The input of this technique is
a word/phrase/sentence and output is Quality of lexically
constrained sentence generation. The merit of this is
generating lexically constrained sentences and demerit is
failed to generate sequences with multiple lexical
constraints.

Now compare all the above four methods or techniques
with their input and respective outputs. This can be shown
in Table 1.This paper surveying on various general
adversarial networks based on different language metrics
with their performance. This can be shown in Table 2.In
this paper it shows five different language metrics
METEOR(Metric for Evaluation of Translation with
Explicit Ordering), BLEU (Bi Lingual Evaluation
Understudy)1l, BLEU 2, BLEU 3 and BLEU 4 [3].The
language metrics are used for translation of machine to text.
These are the metrics used to evaluate text from machine.
In this paper surveying sentence or paragraph generation
that are applied on the above mentioned language metrics
like METEOR,BLEU 1,BLEU 2,BLEU 3 and BLEU 4 are
evaluating a generated sentence to a reference sentence.
Each method or technique produces paragraph as output by
applying various techniques with some attention
mechanism or modules.
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Table 1 Comparison of four methods with their inputs and outputs

Technique/Method
S.No Input Used Output
RTT GAN Coherent
1 Image LSTM + attention Paragraph
module Generation
Coherent
2 Image RP GAN-LSTM Paragraph
Generation
CAVPN&LP-LSTM- | Soherent
3 Image Paragraph
FC Layer -
Generation
lexically
4 | Word/Phrase | BFGAN constrained
sentence
generation

The above Table 1 represents comparison among various
paragraph generation techniques [1]. All the four methods
consider the input as different types of images with equal
dimensions .It describes the inputs of the each method and
techniques used in that method and outputs of the methods.
In this literature review, all the four methods discussed
above are generating coherent paragraphs and sentences.
Now this paper also survey the all the four techniques RTT
GAN,RP GAN,CAVPN&LP and BF GAN with their
accuracy on five different language metrics this can be
shown in table 2 [1],[2],[3].[4].

Table 2 Comparison of four methods with their Accuracy on
various language metrics

S.N | Techni | Accura | Accur | Accur | Accur | Accur
0 que/ cy on acy acy acy acy
Metho | METE on on on on

d OR BLE BLE BLE BLE
Ul U2 U3 U4
1 [1] 18.39 4206 | 2535 | 1492 |9.21
2 [2] 17.4 4194 | 2499 | 15.01 | 9.38
3 [3] 17.14 42.01 | 25.86 | 15.33 | 9.26

4 [4] -- -- 171 10.8 6.9

From Table 2 the high accuracy rate on METEOR language
metric is in RTT GAN compared to remaining techniques
[2]. Similarly the accuracy on BLEU 1 language metric is
in RTT GAN [1]. Similarly for BLEU 2 CAVPN&LP had
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high accuracy rate [3].For BLEU 3 is CAVPN&LP
[3].Finally for BLEU 4 the highest accuracy rate for
paragraph generation is on method RP GAN [2].

I1l. RESULT OUTCOMES

Now discuss about the various comparison graphs of the
four techniques on the different language metrics like
METEOR, BLEU 1, BLEU 2, BLEU 3, BLEU 4 [1],[2],[3].
Table 2 shows different accuracy values and those values
had presented in the graphs. All the graphs shown below
are two dimensional graphs where the x-axis denotes the
four methods listed in the table 2 and y-axis denotes the
accuracy values of different language metrics. This paper
exposed five graphs, each graph drawn from all the five
language metrics. Each method or technique performs well
on any one of the metric.

Accuracy on METECR

Accuracy
176 178 180 182 184
\ | | | \

174
|

172

T
CAVPNE&LP RP GAN RTT GAN

Technique

Figure 10. Comparison graph for METEOR language metric

Accuracy on BLEU 1

Accuracy

4184 4196 4198 4200 4202 4204 4206

I I I
CAVPNE&LP RP GAN RTT GAN

Technique

Figure 11. Comparison graph for BLEU 1 language metric
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Accuracy on BLEU 2

26
\

24
|

22

T T T T
BF GAN CAVPN&LP RP GANM RTT GAN

Technique
Figure 13. Comparison graph for BLEU 2 language metric
Accuracy on BLEU 3

15

T T T T
BF GAN CAVPNELP RP GAN RTT GAN

Technigue

Figure 12.Comparison graph for BLEU 3 language metric

Accuracy on BLEU 4

= _|
()]
w |
(s a]
= _|
(s a]
|
P
o
—
T T T T
BF GAMN CAVPNELP RP GAN RTT GAN
Technique

Figure 14. Comparison graph for BLEU 4 language metric
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The above figures represent the comparative results of
different paragraph generation methods on various language
metrics. In this paper different graphs obtained when
compared with other generating methods. As per the above
diagram Figure 10 shows the comparison of various
paragraph generation techniques like RTT GAN,RP
GAN,CAVPN&LP and BF GAN on METEOR language
metric [1],[2],[3],[4]. From Figure 10, RTT GAN shows
highest accuracy rate of 18.39 than the remaining
techniques [1]. From Figure 11 shows that the comparison
of all the methods like RTT GAN,RP GAN,CAVPN&LP
and BF GAN on BLEU 1 language metric.[1],[2],[3].[4].
Graph showed good accuracy on RTT GAN[1].RTT GAN
shows highest accuracy rate of 42.06 [1]. From Figure 12
comparison of various paragraph generation methods of
RTT GAN,RP GAN,CAVPN&LP and BF GAN on BLEU
2 language metric[1],[2],[3],[4].From the figure 12
CAVPN&LP shows highest accuracy rate of 25.86 [3].
Similarly from Figure 13 shows that the comparison of all
the methods on BLEU 3 language metric CAVPN&LP
shows highest accuracy rate of 15.33 [3]. And finally from
Figure 14 shows that the comparison of various paragraph
generation methods on BLEU 4 language metric RP GAN
shows highest accuracy rate of 9.38 [2].This paper
discussed the above listed four paragraph generated
methods of RTT GAN,RP GAN,CAVPN&LP and BF
GAN on various language metrics of METEOR, BLEU 1,
BLEU 2, BLEU 3, BLEU 4 [1],[2].[3].The above
mentioned methods having different accuracy rates on the
various language metrics. This paper shows the survey of
all four methods and Table 2 denoted all methods
generating paragraphs with good accuracy rate based on
individual applications. Depending upon the individual
applications the techniques produced their results of high
accuracy rates.

IV. CONCLUSION AND FUTURE WORK

The present paper discussed various algorithms for
construction of stories from given set of images. Based on
the survey and study on the above algorithms naive
methods for story telling can be proposed with respect to
application dependent on scene recognitions and stories to
be constructed. The above discussed algorithms RTT GAN,
RP GAN and CAVPN&LP take images as input and BF
GAN takes text as input. A blended mode of input can be
considered in future work and create a hybrid algorithm
which will take image as well text as input for scene
recognitions and storytelling.
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