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Abstract— Publishers are getting content frequently as demand of publication increases day by day. To resolve an issue of 

identifying the research paper class as per content this work proposed a hybrid model. Features were select by the fish 

schooling genetic algorithm and indexing was provide by hash structure. In order to maintain the privacy of the user and 

server data model work on key based searching of relevant document. Each document has set of keywords and each 

keyword has its own unique key. So user query pass as set of unique keys and searching of cluster document was done by 

matching keys with hash index. Experiment was done on real dataset having set of document from different field of 

publication. Result shows that proposed model FSGA has increases the result outcome by fetching more relevant text 

documents as per user query. 

  

Keywords— Clustering, Genetic Algorithm, Text Mining, Pattern Feature. 

 

I. INTRODUCTION 

 

In today's world, a massive amount of data is collected and 

stored in data warehouses. There is a distinction to be 

made between the data that is saved and the knowledge 

that we gain from it. The shift will not happen by itself, 

which is why the phrase "data mining" was coined [1]. 

Although some knowledge of data is required for data 

analysis, data mining can assist us in gaining a more 

comprehensive understanding of the data. The primary 

goal of data mining is to derive insights from acquired 

data. For short intervals, human effort  

 

is employed for data processing, and for large data, it 

builds a variety of models that employ techniques such as 

artificial neural networks, feature reduction, and so on [2]. 

 

One of the most fundamental types of information retrieval 

is document retrieval based on an input query. This 

application is best exemplified via web searches [3]. For 

this aim, a number of algorithms have been created that 

take an input query and match it with stored documents or 

text samples, then rank the results based on their similarity 

score to the given query. These algorithms work by 

comparing indexed documents, which store information 

about phrase frequencies and locations, to individual query 

terms [4]. 

 

Each document is given a score based on its similarity 

value. The score of a query phrase in relation to a 

document is high if it appears frequently in that document. 

The goal of effective information retrieval should be to 

obtain only the information that is deemed relevant to a 

particular query [5]. 

 

 

II. RELATED WORK 

 

The combination of cross-lingual and semantic search 

described by Zhitao Guan et al in [6] remains an open 

topic for searchable encryption. No previous research has 

looked into the problem of cross-lingual ranked search 

over encrypted cloud data to our knowledge. We propose a 

cross-lingual multi-keyword rank search (CLRSE) scheme 

based on the Open Multilingual Wordnet to overcome this 

problem. 

 

In [7], Jeong, Soyeong, and colleagues introduced an 

Unsupervised Document Expansion with Generation 

(UDEG) framework that uses a pre-trained language 

model to produce a variety of supplemental phrases for the 

original document without the use of labels on query-

document pairings for training. We stochastically tweak 

their embeddings to generate more diverse sentences for 

document expansion when producing sentences. 

 

The system architecture, data distribution technique, and 

retrieval system we constructed are described in [8] by H. 

Chiranjeevi et al. For effective retrieval and indexing of 

data for crawling, a convolutional neural network (CNN) 

is used to classify text documents. An API-based micro-

service architecture is used to disseminate and retrieve 

information depending on the identifying key. The system 

provides a platform for extracting knowledge and 

channelling data for use by the company, as well as 

allowing support centres to provide on-demand services. 

 

In [9], Soyeong Jeong et al. introduced an Unsupervised 

Document Expansion with Generation (UDEG) framework 

that uses a pre-trained language model to produce a variety 

of supplemental phrases for the original document without 

the use of labels on query-document pairings for training. 
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We stochastically tweak their embeddings to generate 

more diverse sentences for document expansion when 

producing sentences. 

 

In [10], Tuyen Thi-Thanh et al. established a strategy for 

retrieving related texts to a query using a semantic 

information retrieval model for Vietnamese. The semantic 

analysis in the proposed system identifies the semantic 

dependency graph of phrases, and the retrieving process 

computes the text document's significance using these 

semantic dependency graphs. The transformation rules are 

explored to apply on dependency parse utilising lexicon 

ontology for Vietnamese in order to determine the 

semantic dependency graph of a phrase. The Jaccard-

Tanimoto distance is applied to the ranking function for 

rating retrieval results. 

 

III. PROPOSED METHODOLOGY 

 

This project is focused on document organization in order 

to improve document retrieval. The dataset was clustered 

using numeric term attributes that were unique to each 

term. To provide anonymity for the term, each of them is 

assigned a unique number, and each document has a set of 

keywords that are all the same length. For the grouping of 

the texts presented in [11], the Fish Schooling Genetic 

Algorithm FSGA was applied. 

 

Fish Schooling Algorithm 

For document retrieval without any structural input to the 

dataset, this strategy was proposed in [11] (our prior 

model). Because the model is unsupervised, no prior 

knowledge of the document type is necessary. The 

documents were clustered using the Fish Schooling 

Genetic Algorithm (FSGA). To calculate the distance 

between documents, the proposed model uses a pattern 

characteristic from the content. 

 

Document Clustering Module 

In this paper, document retrieval was offered as a way to 

quickly retrieve documents based on a query. Term 

characteristics were used to do hash-based indexing of the 

dataset document. To ensure that the phrases are kept 

private, each one is assigned a unique number, and each 

document has its own hash index key. In all different 

evaluation parameters, the proposed work has increased 

the retrieval efficiency of the work. As a result, hash-based 

indexing ensures document retrieval privacy while still 

being efficient. 

 

The entire project is divided into two sections: 

1. Training  module 

2. Testing  module 
 

In the training module, a hash index was proposed, 

however in the testing module, a user pass query was 

recommended. 
 

ASSIGN TERM ID 

Assign a number to each term in the various documents. 

As a result, a dictionary of words with their numbers is 

constructed, with each text being assigned a unique 

number. Words from various documents that are already in 

the dictionary are not updated in this case. As a result, 

those terms that aren't in the dictionary are added to it with 

a unique term. 

  

 
Fig. 1 Block diagram of training module 

 

DOCUMENT HASH-INDEX 

This stage determines the document index based on the 

terms extracted from the document. All of the terms in the 

paper are arranged in decreasing order based on their 

frequency values. 

 

TESTING MODULE 

A user query is received as input, and these words are then 

entered into the testing modal, which finds relevant 

documents based on the query. So, let's see if the user text 

query Q=State Government of India works. Stop words are 

deleted from the query after pre-processing. 

 

 

Text Data Set 

 

Pre-Process 

 

Frequent Term 

 

Assign Term-ID 

 

Document Hash-Index 
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Fig. 2 Block diagram of proposed Searching Model 

 

HASH BASED SEARCHING 

The keywords (terms) from the user text query have their 

own term id in this phase, while the number is the same as 

in the dataset. The user query's id privacy is increased as a 

result of this word. Now, all term-ids in the text query are 

used as keys in the hash function, which retrieves each 

document set from the matching index. Apply intersection 

to those two sets now. As a result, the most prevalent 

elements are fetch and comparable documents. 

 

Let term id be the key, and the modulus function M be 

used to index the hash base. As a result, the function's 

output is Y, which is the insert key's index position. 

 

M(X)Y  ------// Hash function 

M(X)= ||X, C|| 

 

where C is fix constant use for finding the index position 

of the key. 

The entire step of pre-processing and assigning a term-Id 

is the same in this searching model as it was in previous 

steps, though the terms received after pre-processing are 

not filtered according to their frequency in the query. As a 

result, hash-based searching and retrieval of linked 

documents is a novel search paradigm. Keywords are 

terms that are derived from a user text query and are used 

to persuade others. 

 

Time complexity of above algorithm is O( nm+u+n ) 

where n is number of documents, m is number of words 

and u is unique words obtained form n number of 

documents. 

IV. EXPERIMENTS & RESULTS ANALYSIS 
 

Because of the large number of inbuilt functions in 

MATLAB software, such as text-scan to separate strings 

into words, reading and writing of text files, word 

comparison, word collection into structure, and so on, the 

proposed genetic algorithm based document clustering 

approach model was implemented. 

 

Dataset  

Testing dataset was taken from [12], has various research 

paper from  three field “Electrical, Computer, 

Electronics”. In order to compare this document retrieval 

method clustered document from each method UFCGA 

[13], FFDC [14] and FSGA were pass in hash based index 

module which can produce fetch the documents. So 

relevancy of document as per user query is compared by 

NDCG parameter as well.  

 

Testing Query Set 

Query1 'data mining computer privacy' 

Query2 'digital image data fetching' 

Query3 ‘Solar power plant’ 

Query4 'solar wind power load balance' 

Result 

 

Table 1 NDCG Parameter Based Comparison.  

User Query UFCGA[33] FFDC[14] ProposedFSGA 

Query1 0.4628 0.7718 0.7925 

Query2 0.5718 0.6152 0.6317 

Query3 0.4455 0.5705 0.9088 

Query4 0.7277 0.8795 0.9032 

 

 
Fig. 3 Average  NDCG Parameter Based Comparison. 

 

Above table 1 and fig. 3 shows that proposed work FSGA 

has improved the NDCG evaluation parameters values as 

compared to previous work UFCGA [33] and FFDC . 

Hash based indexing has increase the relevancy of desired 

document as per input user query. As Fish based genetic 

algorithm has cluster document in high relevant manner, 

so NDCG value of this is also high as compared to fire fly 

in FFDC and normal genetic algorithm in UFCGA.  

User Text Query 

 

Pre-Process 

 

Assign    Term-ID 

 

Hash Based Searching 
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Table 2  Precision Parameter Based Comparison.  

User Query UFCGA[33] FFDC[14] ProposedFSGA 

Query1 0.4167 0.7083 0.7083 

Query2 0.5417 0.7083 0.7083 

Query3 0.4583 0.7083 0.875 

Query4 0.625 0.875 0.875 

 

In comparison to prior work UFCGA [33] and FFDC, 

table 2 demonstrates that the suggested work FSGA has 

increased the Precision evaluation parameters values. 

Hash-based indexing has improved the relevancy of the 

desired document in response to the user's query. Because 

the Fish-based genetic algorithm clusters documents in a 

highly relevant manner, its Precision value is also higher 

than that of the fire fly in FFDC and the regular genetic 

algorithm in UFCGA. 

 

Table 3 Recall Parameter Based Comparison.  

User Query UFCGA[33] FFDC[14] ProposedFSGA 

Query1 0.4348 0.7391 0.7391 

Query2 0.5652 0.7391 0.7391 

Query3 0.4783 0.7391 0.913 

Query4 0.6522 0.913 0.913 

 

In comparison to prior work UFCGA [33] and FFDC, 

table 3 shows that the suggested work FSGA has improved 

the Recall evaluation parameters values. Hash-based 

indexing has improved the relevancy of the desired 

document in response to the user's query. Because the Fish 

based genetic algorithm clusters documents in a highly 

relevant manner, it has a higher recall value than the fire 

fly in FFDC and the regular genetic algorithm in UFCGA. 

 

 
Fig. 4 Average  F-Measure Parameter Based Comparison. 

 

Table 4  F-Measure Parameter Based Comparison.  

User Query UFCGA[33] FFDC[14] ProposedFSGA 

Query1 0.4255 0.7234 0.7234 

Query2 0.5532 0.7234 0.7234 

Query3 0.4681 0.7234 0.8936 

Query4 0.6383 0.8936 0.8936 

 

In comparison to prior work UFCGA [33] and FFDC, the 

proposed work FSGA has enhanced the F-Measure 

assessment parameters values (see table 4 and fig. 4). 

Hash-based indexing has improved the relevancy of the 

desired document in response to the user's query. Fish-

based genetic algorithm has a high F-Measure value when 

compared to fire fly in FFDC and regular genetic 

algorithm in UFCGA because it clusters documents in a 

highly relevant manner. 

 

Table 5 Execution time (Seconds) Parameter Based 

Comparison.  

User Query UFCGA[33] FFDC[14] ProposedFSGA 

Query1 0.03 0.0297 0.0218 

Query2 0.0327 0.0279 0.0231 

Query3 0.0335 0.0288 0.0222 

Query4 0.0324 0.031 0.0237 

 

In comparison to prior work UFCGA [33] and FFDC, 

table 5 demonstrates that the suggested work FSGA has 

reduced the fetching time evaluation parameters values. 

Hash-based indexing has improved the relevancy of the 

desired document in response to the user's query. Because 

the Fish based genetic algorithm clusters documents in a 

highly relevant manner, it takes less time than the fire fly 

in FFDC and the regular genetic algorithm in UFCGA. 

 

 
 Fig. 5 Average retrieval Time  Parameter Based Comparison. 

 

Table 6 Accuracy Parameter Based Comparison.  

User Query UFCGA[33] FFDC[14] ProposedFSGA 

Query1 46 63.89 63.89 

Query2 52.27 63.89 63.89 

Query3 47.92 63.89 82.14 

Query4 57.50 82.14 82.14 

 

 

In comparison to prior work UFCGA [33] and FFDC, the 

proposed work FSGA has enhanced the accuracy 

evaluation parameters values (see table 6 and fig. 6). Hash-

based indexing has improved the relevancy of the desired 

document in response to the user's query. Because the Fish 

based genetic algorithm clusters documents in a very 

relevant manner, it has a higher accuracy value than the 

fire fly in FFDC and the regular genetic algorithm in 

UFCGA. 
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V. CONCLUSIONS 

 

Getting an relevant information from any search depends 

on structure of data store. Use of genetic algorithm for 

feature reduction and clustering increase the relevancy 

chances in the work. Hash based unique term indexing has 

increases the privacy of model where user not disclose the 

query and other document information at any level of 

search algorithm. Work to be done In comparison to prior 

work by UFCGA [33] and FFDC, FSGA has enhanced the 

accuracy evaluation parameter values. Hash based 

indexing has increase the relevancy of desired document 

as per input user query. As Fish based genetic algorithm 

has cluster document in high relevant manner, so accuracy 

value of this is also high as compared to fire fly in FFDC 

and normal genetic algorithm in UFCGA. 
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