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Abstract— In biomedical researches a massive amount of data are produced day after day, using machine learning
algorithms to discover the knowledge is very important in early diagnosis, prevention and treatment, as well as drug
development. Biomedical data like DNA microarray suffers from curse of dimensionality phenomenon, since there are a
huge number of features (genes) with high ambiguity. Feature selection is still a hot topic which cares about reducing
the high of dimensionality by applying different techniques. Different contributions are conducted with new models,
frameworks, methodologies and algorithms aiming to dissolve the curse of dimensionality problem and produce more
meaningful and reliable data. The objective of this study is to explain the concept of feature selection, its methods, the
algorithms and techniques that have been recently used in microarray data and the most popular microarray datasets
were used. Moreover, the challenges that can appear when selecting more informative and non-redundant features from
high dimensional datasets.
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I. INTRODUCTION

There is an urgent need for researchers in machine
learning and bioinformatics community to get reliable
and accredited data as a prerequisite step before
analyzing these data ,whereas retrieving meaningful
information from high dimensional datasets is a
challenging task[1] in fields like detection of fraud,
finance, prediction of diseases at early stages, intrusion
detection system ..etc.[2][3]. Pre-processing step come
into being, it has gain a great importance in solving
some problems in datasets such as noisy instances and
class-imbalance. Moreover, sometimes there is a need to
reduce the dimensionality by getting rid of irrelevant and
redundant features which can mislead the learning
algorithms and reduce the classification
performance[4][5].

Dimensionality reduction can be achieved by feature
extraction or feature selection, by applying these
methods the high dimensional data transform into a
meaningful presentation [6]. In Feature extraction a new
feature space will be constructed with low features of
stronger discriminating power[7]. In applications such as
image processing and information retrieval feature
extraction is an idealistic choice.

On the other hand, Feature selection is one of the
popular technique in the face of curse of dimensionality
problem which has come up as a result of advancement
of data collection[1]. The aim of feature selection is to
obtain the most discriminable feature subset by deleting
irrelevant and redundant features[4], Figure.1l explains
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the process of FS. It is a typical choice where the
original features are important in knowledge extraction
process in applications like gene expressions data,
media, image processing. The main challenge with these
datasets is the modest number of instances compared
with the huge number of features[8]. Both feature
selection and feature extraction have the capability of
improving  performance, increasing computational
efficiency, decreasing memory storage, and building
better generalization models [9].
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Figure.1: The process of feature selection.

The algorithms that are used in feature selection can be
categorized into supervised and unsupervised learning,
in supervised method class labels work as a clear
guidance to the feature selection process which make the
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supervised methods more  reliable.  However,
unsupervised method become more challenging task due
to the absence of class label[10]. The advantage of
unsupervised classification in microarray data is
possibility to find new tumor subtypes, but the
disadvantage is that the existing tumor type could be not
utilize, The advantage of supervised classification is
being able to learn from existing cases[11].

Features can be categorized into: 1)- strong relevant
features which always be in the final optimal feature
subset 2)-weak relevant non-redundant features which
can be included in the final optimal subset 3)-Irrelevant
features, these features should be discarded from the
optimal subset because they do not add any useful
information in the final model, finally there are 4)-
redundant features, with this type of features no extra
information can be added than the currently selected
features[9][12], Figure.2 shows the types of features.

By applying feature selection algorithms relevant feature
should be included, either they are strong or weak
relevant , however redundant and irrelevant features
should be excluded[13]. The main task in microarray
gene expression data is to discover the most relevant
genes which can cause the disease as well remove
redundancy, a small number of genes in datasets can
play a major role in predicting type of cancer[2].
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Figure.2: Types of features in any dataset

Before applying FS techniques some dataset especially
real datasets need to handle the missing values issues,
remove noise and discretization[1]. The performance of
learning algorithms can be degrade in presence of
redundant and irrelevant features, since these type of
features will increase the size of search space then make
generalization more complicated[6]. Feature selection
methods can be broadly categorized into three main
methods filter, wrapper and embedded in addition to
hybrid and ensemble methods[4].

The rest of this paper is organized as follows: In section
I

Some related work will be discussed. Section Il gives
more information about DNA microarray data and the
most common datasets that have been used in the
literature. Describing the FS methods with recent
contributions are presented in Section V. In section V
metaheuristic algorithms in FS are highlighted. Section
VI gives more discussion about related work. Finally
section VII concludes the paper with future works.
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Il . RELATED WORK

Machine learning and biological researchers have
conducted several researches in feature (gene) selection
to obtain optimal subset of features with non-redundant
and relevant features which can improve the
classification algorithms and increase the accuracy.

While conventional feature selection methods need to
be enhanced or integrated with other method to obtain
better results some researchers have combined between
filter and wrapper method. Two phase classification
model was developed in[14], most relevant features
were selected by integrating ReliefF with a wrapper
based approach called Recursive Binary Gravitational
Search Algorithm(RBGSA) using multinomial Naive
Bayes classifier, at each iteration(RBGSA) transforms a
very raw feature space to an optimized one until
reaching specific criteria, ReliefF-RBGSA-MNB
proposed model has better accuracy comparing with
ReliefF-RBGSA method in all tested datasets. Authors
in[15] have developed a wrapper-filter based called
Recursive Memetic Algorithm(RMA) model for gene
selection, the performance of the proposed method RMA
has measured on seven microarray datasets, by testing
the accuracy using RMA model the results were
classifiers independent.

New studies have been proposed by combining different
methods and algorithms , The researchers in [16]
proposed a gene selection method for data classification
via adaptive hypergraph embedded dictionary learning,
the learned dictionary was used to represent original
genes with a reconstruction coefficient matrix, instead of
using the original feature space, the proposed method
was compared with other state-of-the-art gene selection
methods to verify it and appeared better result with
multi class datasets. Whereas in[5] they proposed a
method by combining maximal information entropy
(MIE) to determine the dependencies among features
and the maximal information coefficient (MIC) to scale
the correlation between a feature subset and the class,
then two searching strategy were applied using the
binary particle swarm optimization algorithm BPSO and
sequential forward selection SFS as search strategies, the
outcomes have proven that the mMIE-mMIC algorithm
showed a strong advantage over other FS algorithms
such as relief and CHI, however the proposed method
was not tested using high dimensional datasets.

A novel feature selection method was proposed by[17]
to discriminate the prominent features utilizing both
sparse representation which aim to determine a small
number of features to preserve the classification
accuracy and information theoretic dependence analysis,
the method was tested in one high dimensional datasets
and showed intractable computational performance.
Moreover, Three feature selection techniques were used
in[18] to pick up the most informative features ROC, T -
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test and Wilcoxon, the authors proposed a novel error
correcting output code(ECOC) algorithm for classifying
multiclass microarray data which is considered as a hard
task ,the proposed method was more insensitive when
changing the feature subset sizes.

Further, a novel neighborhood rough sets and entropy
measure-based for gene selection with Fisher score for
tumor classification was proposed in [19], the Fisher
score method carry out preliminary dimensionality
reduction by discard irrelevant genes to reduce the
complexity of computation, for handling the uncertainly
and noisy of gene expressions some neighborhood
entropy-based uncertainty measures are investigated, in
most cases the proposed method outperformed other
methods after modified some parameters, but in
Leukemia datasets the method need to be modified.
Recent works on feature selection in microarray data
will be discussed in the following sections.

111. DNA MICROARRAY DATA

Humans have many cells, each cell contains a complete
copy of genome which is encoded into Deoxyribo
Nucleic Acid (DNA)[14]. DNA microarray emerging
technology is used recently to collect information from
tissue and cell samples to produce valuable amount of
data[15]. While direct research investigation of this data
in laboratory is very expensive and tough, computational
techniques have become an apparent need[16] see
Figure.3.
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Figure.3: Feature Selection process Applying toDNA
microarray

classification or clustering process is very important for
diagnosing disease or identifying distinctive tumor types
as well as identifying genes that can be targeted by
drugs[12], it is difficult to classify microarray data
regarding the small size of samples and high number of
features with potential to contain irrelevant and
redundant features, in addition to have noise and
variability = features due to the experimental
complications[14].
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Building a classification model in bioinformatics and
machine learning domains depending on analysis of
tumor gene expression data has become a hot
topic[11],the characteristic of microarray dataset which
are high dimensionality, small sample size and
imbalanced distribution are considered substantial
challenges when using this type of dataset.

Biologist with microarray data have two fundamental
tasks the first one is to separate healthy patient with
benign tumor from cancer patients which known as
binary approach, while the second is to distinguish
between different types of tumors which called
multiclass approach[7].

A. Microarray Datasets:-

Microarray dataset is generally represented as N by M
matrix, where N is the number of samples (rows) and M
is the number of features (columns)[17]. The main
characteristic of Microarray dataset is the large number of
features and few number of samples ( in most cases less
than 100), in addition to complex interaction between
genes[18]. Handling such a large number of features for
just a few samples is a challenge for machine learning
and bioinformatics researchers since the possibility of
occurrence the “false positives” that can be raised by
chance[3], Table.1 shows the most common datasets that
have been used in the literature .

Table.1: The most used datasets in the literature

Dataset Samples# | Features# | classes# | Where used

[11] [19]
[20] [21]
[22]

SRBCT 83 2308 4

[11]
[21][22]
[23] [24]

DLBCL 77 5469 2

[11] [19]
[25] [26]
[27]

Prostate 102 12600 2

[11][20]
[ 25] [26]
[27]

Lung 203 12600 5

[11] [18]
[24] [25]
[27]

Lymphoma 62 4026 2

[14][18]
[27] [28]
[29]

Ovarian 253 15,154 2

[21][27]
[29][30]
[31]

Colon 62 2,000 2

[18][28]
[29][32]
[33]

Breast 97 24,481 2

[25][31]
[33][34]
[35]

Leukemia 72 7129 2
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Most microarray datasets suffer from imbalanced data
which is widely common in applications related to fields
like bioinformatics, face recognition, fraud detection,
gene expressions, text and image classification. Data has
been called imbalanced when data is highly-skewed
distribution between its classes[35] it happens when the
number of instances of one class is much higher than the
number of other classes[37]. Based on filter method a
new method was proposed in[38] to handle high
dimensional gene expression data, the authors have
proved that imRelief can correct the bias towards to the
dominant classes, and take into account the scattered
distributional characteristic of minority class samples,
the proposed method has been applied using four
microarray gene expression datasets ,it achieved better
result with different measures such as Recall, Precision
and Acc comparing with other methods. While in[35]
they proposed the fused case-control screening for
ultrahigh dimensional imbalanced data, the proposed
method was model-free with low computational cost.

IV. CATEGORIZE OF FS METHODS

There are mainly three traditional methods for feature
selection: Filter, Wrapper and embedded method.
Furthermore, two other methods can be defined as a
Hybrid method which means combining between more
than one method and an ensemble method which
generate different subsets before obtaining the final
optimal subset[4][9][13], see figure.4. Comparison of
traditional Feature Selection Methods is shown in
Table.2.

Filter method

Wrapper method

Embedded method

FS methods

Hybrid method

Ensemble method

Figure.4:Catogerize of FS methods

1 .Filter method

The optimal features are selected according to some
evaluation criteria without considering any learning
approach[23], Figure.5 shows the process of filter
method.
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Figure.5: The process of Filter method

The advantages lie in its simplicity and light
computations cost. Filter method uses independent
feature evaluation measures like distance, dependency
(or probability), consistency and information (or
uncertainty)[39], this method can consider each
feature(gene) individually known as univariate filter or
group of genes which known as multivariate filter. There
are variety of techniques or algorithms in filter method
like minimum redundancy maximum
relevancy(mRMR)[40], correlation based feature
selection(CFS), and feature ranking techniques like
symmetrical uncertainty(SU)[29], ReliefF[20],
information gain and chi-square [39].

Graph theoretic and community detection concept have
been utilized in[29] depending on filter based FS using
graph technique, they have used symmetric uncertainty
concept for visualizing the feature search space as a
graph, the classification accuracy has increased when
applying this method comparing with whole features in
the selected microarray datasets and other FS methods
except some datasets like lung and Colon cancer.
Otherwise, researchers in[41] have conducted
comparative study between some filters which are F test,
T test, Signal to noise ratio (S/R), ReliefF and Pearson
product-moment correlation coefficient(CC), they have
evaluated the result using (KNN),(SVMs),(LDA),(DTC)
and (NV) classifiers, the result proved that using S/R
selection method and the KNN classifier have given the
highest accuracies for different datasets. Further, in [32]
the authors proposed a heuristic filter feature selection
methods called Xvariance and Mutual Congestion,
Xvariance depends on the internal specifications of
features like mean and variance to classify labels,
however Mutual Congestion is frequency based ,the
experimental result has showed that Mutual Congestion
increased the accuracy in high dimensional datasets
while Xvariance worked well with standard datasets .
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2 .Wrapper method
Evaluating the candidate subset based only on the
classification results, more detail in Figure.6.

Selecting the best subset

Set of Generate |=| Learning Performance
all bset [€- algorith
feature a subse algorithm

Figure.6: The process of wrapper method.

In other words, classification is performed for each
candidate subset, which can achieve the most effective
result in term of classification performance while
enduring a heavy computational burden[25]. Any
classification technique can be integrated with the
wrapper, since wrapper method considers a classification
algorithm as a black box[22]. Iterative search, heuristic
search and random search techniques[12] are
considering within wrapper based methods regarding the
fact that searching for optimal subset of features is very
hard and time consuming especially with huge number
of features, wherefore metaheuristic algorithms are used
to solve FS problem which will be discussed later in
section five. A wrapper based approach using Artificial
Bee Colony(ABC) was proposed in[42], the result of
selecting genes from DNA microarray using the
proposed method with KNN and DT classifiers has
increased the accuracy performance comparing with GA
and PSO in Lung and Lymphoma datasets, while
achieved the same accuracy with PSO in Leukemia
dataset.

New wrapper based feature selection method has been
proposed in[43] called binary teaching learning based
optimization(FS-BTLBO), in the proposed algorithm
common controlling parameters and a number of
generation are needed to obtain the optimal subset of
features, the proposed method improved the
classification accuracy when compared with original
features and GA algorithm ,but authors did not test their
method with high dimensional datasets. Data set with
large search space make the optimization process harder
which motivated authors in[25] to design a wrapper
based feature selection method based on the binary
variant of Dragonfly Algorithm (BDA), the authors have
got good result by using DA comparing with their
literature ,while BGSA algorithm outperform the
proposed method in Brain_Tumorl and Prostate_Tumor
dataset. A novel framework was proposed in [44] for
gene selection and classification in microarray data,
ANOVA statistics was used to select the relevant genes
and sort them according to their p-values, then an
evolutionary  wrapper-based approach using the
principles of enhanced Jaya(EJaya) algorithm and forest
optimization algorithm (FOA) was proposed, the
classification results obtained by applying the proposed
method with binary class datasets achieved 100%
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accuracy rate with Ovarian cancer dataset and 99.87%
with multi class Lymphoma-3 dataset.

3. Embedded method

Combining the feature selection process and training of
the classifier, Figure.7 explains the process, this method
perform feature selection in the process of training and
is usually specific to a given learning machines[45].
That is, FS is accomplished automatically during the
training of the classifier.

Selecting the best subset

/i

Learning

Set of Generate | algorithm +

all a subset ”| performance
Features

</

Figure.7: The process of Embedded method

An embedded FS method based on SVM called (1-norm
SVMSL) was proposed in[46] using four microarray
datasets, the authors have used Recall measure to
evaluate the performance of the proposed method , the
SVM-RFE method outperforms the proposed method in
classification performance ,but it consumes more time in
ranking genes while the proposed method has an
acceptable performance comparing with other methods.
Also, based on embedded method researchers in [47]
improved Support vector machine recursive feature
elimination(SVM-RFE) which suffers from high
computational complexity by merging feature clustering,
the proposed FCSVM-RFE consists of three stages:
clustering, representation and ranking genes,it reduced
the running time ,but still need to enhance the accuracy
classification in colon tumor and DLBCL datasets.

In order to classify tumor a novel method has been
proposed in[11] called (SGL-SVM) utilizing Spare
Group Lasso and support vector machine as a classifier,
they applied Kruskal-Wallis rank sum test, then a spare
group lasso has been used for further selection, the
experimental result explained the relationship between
the number of features and the classification accuracy
which increase when the number of features increase,
the proposed method need to be enhanced with less
number of features.

We compare between filter, wrapper and embedded
method in Table.2 using different factors (for simplicity,
computational cost and accuracy we use high/low
criteria while Yes/No for interact with classifier and risk
of overfitting, finally practical or not practical when
dealing with large datasets are used with scalability).
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Table 2: Comparison of FS methods

Filter Wrapper Embedded
Simplicity high low low
Computational cost low high high
accuracy low high high
Scalability practical Not prag:tc:gezor large
Interact with classifier No Yes Yes
Risk of overfitting No Yes Yes

4 Hybrid method

Hybrid methods combine two or more algorithms to find
a new strategy to solve a specific problem[2]. Most
researchers in the literature have used hybrid method
because they can obtain better performance by using
more than one method. In [31] they proposed a novel
approach by combining Spearman's Correlation (SC)
and distributed filter FS methods, from the fact that
sometimes when applying conventional methods some
irrelevant ranked features that could perform well
regarding classification accuracy can be neglected, the
authors have used Spearman's Correlation(SC) first to
rank top features, then they have used similarity based,
information theory based and statistical based as a filter
method, the proposed method with SVM has exceeded
other methods in the study regarding classification
accuracy with low execution time. A hybrid method was
proposed  by[20]Jcombining Relief and stacked
autoencoder approaches for dimension reduction, then
they used support vector machine(SVM) and
convolutional neural networks (CNN) for classify
samples using microarray datasets, by using Relief in
this model the accuracy was increased and achieved
better result comparing with SAE methods.

Another study was proposed in[2] using a Parallelized
hybrid feature selection (HFS) method to improve the
classification accuracy utilizing parallel programming
frameworks, The proposed hybrid method combined
between parallelized correlation feature selection CFS as
a filter method and rank-based feature selection(RFS)
methods as a wrapper method, the final results show that
using parallel spark has given better results than using
wekaspark. In[24] they have proposed a hybrid filter-
wrapper method called rMRMR-MBA, they have
combined Robust Minimum Redundancy Maximum
Relevancy (rMRMR) as filter to select the more relevant
genes (features ) with modified bat algorithm (MBA) as
wrapper for searching of informative genes, they have
evaluated MBA with and without TRIZ optimization
operators.

5 .Ensemble method

Different FS techniques are run in ensemble method,
each technique generates a separate feature subset, then
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the ensemble method will combine the resulting feature
subset to form the final feature subset[8]. An ensemble-
based feature selection technique was proposed by[8]
based on a Nested Genetic Algorithm by combining the
information from two type of microarray data Gene
Expression data and DNA methylation data, they have
used two filter and wrapper methods, in filter method
they have used t_test as a preprocessing step then a
nested genetic algorithm with two genetic algorithm
have been used, one with a support vector machine SVM
and the other with a neural network, they have been used
as a wrapper feature selection method, eventually they
used incremental FS as an ensemble approach, the
proposed approach showed that the selected subset of
features improved the classification performance when
they compared their result with other approaches.
Another study based on parameter free greedy ensemble
attribute selection method is proposed utilizing the
concept of rough set theory[1] from medical datasets,
this research aimed to combine multiple subsets
produced by different rough set filter then producing
optimal subset as a final result, they have used accuracy,
precision and recall measurements to evaluate the
proposed method, despite achieving good result in most
cases but the datasets were not high dimensional. An
ensemble method for diagnosis of breast and lung cancer
was proposed in[48], for feature extraction Principal
Component Analysis (PCA) was used, Pearson
Correlation Coefficient (PCC) and Chi Square (Chi2)
have been considered using set union operation, then
Naive Bayes, K Nearest Neighbours, Decision Tree
classifier were used, the proposed model suffered from
complexity which can make the classification process
more difficult when dealing with high dimensional
datasets. Moreover, an ensemble of filter methods were
developed in[39] by  considering the union and
intersection of the top-n features of filter methods,
ReliefF, chi-square and symmetrical uncertainty, in the
next step they have used Genetic Algorithm, three
classifiers were applied multi-layer perceptron(MLP),
support vector machine (SVM), and K-nearest neighbour
(K-NN), the highest accuracy has achieved with SVM
classifier except lung dataset which scored highest
accuracy when using MLP classifier. Finally in[49]
authors proposed a novel filter—wrapper hybrid ensemble
feature selection approach based on the weighted
occurrence frequency and the penalty scheme, in this
study the researchers have modified some parameters to
get high accuracy result from the selected features.

We have summarized in Table 3 some recent works on
feature selection in microarray data including: methods,
FS techniques, classifiers and tools that they have used,
as well published year and the highest classification
accuracy they have achieved.
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Table 3: Related works on feature selection in microarray data

Vol.8(10), Oct 2020, E-ISSN: 2347-2693

No. Method Year Feature Selection Techniques Classifiers Tools Highest
accuracy
[25] | wrapper- | 2020 | Binary Dragonfly Algorithm KNN MATLAB 2017a 94.1%
based
[20] hybrid 2020 | Relief and (SVM) and Matlab R2017b 96.14%
methods stacked autoencoder approaches | convolutional neural networks (CNN) +
Weka
[1] ensemble | 2020 | rough set concept / Naive Bayes, decision trees , random JAVA 96.77%
kNN imputation method forest +
WEKA
[2] hybrid 2019 | parallelized correlation/ Decision tree, spark 96.77%
rank-based feature selection Random forest
methods
[19] Hybrid 2019 | Fisher score method, KNN, C4.5 and LibSVM Matlab + 98.40%
a joint neighborhood WEKA
entropy-based
[31] Hybrid 2019 | Spearman's Correlation / support vector machine, MATLAB 2016 98.98%
distributed filter FS methods naive Bayes, k-nearest neighbor,
and decision tree
[8] ensemble | 2019 | t-test, Genetic Algorithm SVM unknown 99.9%
N-Net(NNW)
[50] hybrid 2019 | artificial bee colony, SVM unknown 89.02%
The stochastic diffusion search
[48] hybrid 2019 | Pearson Correlation Coefficient, | NB, DT, KNN, SVM WEKA 97.8%
Chi2
[38] filter 2019 | imRelief kNN unknown 99.29%
[27] Hybrid 2019 | artificial bee colony SVM Matlab 98.91%
algorithm and genetic algorithm R2016a
[44] Hybrid 2019 | ANOVA, enhanced Jaya (EJaya) SVM MATLAB 2015a 99.87%
algorithm,
forest optimization algorithm
(FOA)
[32] | Wrapper | 2019 | Xvariance , Mutual Congestion SVM NB DT unknown 95%
_based
[24] hybrid 2019 | robust Minimum Redundancy SVM Java with 100%
filter/ Maximum Relevancy (rMRMR) / weaka tool
wrapper modified bat algorithm (MBA) and Matlab
[28] Hybrid 2018 | graph regularized subspace Support Vector Machine, Random Matlab R2013b 98.14 %
learning method for gene Forest, and k-Nearest
selection / projection Neighbor
matrix
[36] Hybrid 2018 | CMIM / Adaptive genetic Extreme learning machine / SVM unknown 96.96%
algorithm /Knn
[34] Hybrid 2018 | multi-layer approach and f-score | (SVM) and Naive Bayes (NB) unknown 99.03%
approach
[41] filter 2018 | Ftest, T test, K Nearest Neighbors (KNN), Support unknown 100%
Signal to noise ratio (S/R), ReliefF | Vector Machines
and Pearson product-moment (SVMs), Linear Discriminant Analysis
correlation coefficient (CC) (LDA), Decision Tree for Classification
(DTC) and Naive Bayes classifier (NV)
[52] Hybrid 2017 | Markov Blanket models Naive Bayes , SVM ,MB unknown 97.8%
© 2020, IJCSE All Rights Reserved 112
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V. METAHEURISTIC ALGORITHM IN FS

While finding an optimal subset of features is
considering an NP-hard problem[39] metaheuristic
algorithms are used to solve many real world problem
like feature selection[25],it applies to cope the drawback
of non-metaheuristic algorithms like trapping in local or
weak  solutions[12]. From the main popular
metaheuristic algorithms are genetic algorithm[49],
particle swarm optimization(PSO)[53], artificial bee
colony(ABC)[27], ant colony optimization
(ACO),Bacterial Foraging Optimization (BFO), and
Gravitational search algorithm (GSA)[14], teaching
learning based optimization(TLBO),Sequential Forward
Search (SFS), and Sequential Backward Search (SBS).
In gene expression metaheuristic algorithms are used to
analyze and interpret data[24]. Two hybrid algorithms
were used in [54] an enhanced firefly algorithm based
meta-heuristic(EFA) and adaptive neuro neutrosophic
inference system(ANNIS) classifier , the ( EFA ) has
been used to distinguish prescient genes for breast
cancer prediction, then the authors showed that(ANNIS)
classifier produced higher exactness consequences
Comparing with other classifier such as SVM, BLASSO,
FNN, and ANFIS. A hybrid bio-inspired framework
was proposed in[23] using two powerful metaheuristic
approaches (C-HMOSHSSA), researchers have used
multi-objective spotted hyena optimizer(MOSHO) and
salp swarm algorithm (SSA), the calculation of
(MOSHO) is used for maintaining the necessary
information wherefore it requires low computational
efforts, while (SSA) maintains diversity. From the most
used metaheuristic algorithms in the literature are:-

1-Genetic algorithm (GA)

It is a bio-inspired metaheuristic belonging to the
category of evolutionary algorithms[39]. A two-stage
MI-GA Gene Selection algorithm for selecting
informative genes was proposed in [33], Mutual
Information-based gene selection is applied first which
selects only the genes that have high information related
to the class, then the output of first stage will be the
input to the second stage which applied the Genetic
algorithm to identify and select the final optimal set, the
highest classification accuracy appeared in Ovarian
Cancer dataset. Moreover, nested genetic algorithms was
used in[8] ( outer and inner ), the Outer GA with SVM
worked on Microarray gene expression, while the Inner
GA worked on DNA Methylation data. To reduce the
computational complexity authors in [55] have used
Genetic algorithm with CFS in feature selection stage,
they have observed that the quality of search methods
improved when the highly correlated features were
ignored ,by applying this method the classification
accuracy has improved ,but the number of features that
they have used were limited.
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2-Particle Swarm Optimization (PSO)

It is a swarm-intelligence algorithm that simulate the
swarm behaviors[25], the PSO algorithm provides a
global search method, but this does not guarantee that
the result converges to the global best[11]. Different
versions of PSO were used to solve feature selection
problem in [5] they combined binary particle swarm
optimization BPSO algorithm with other algorithm as a
search strategy,using BPSO as a search strategy has
achieved good classification accuracy. Also, a recursive
PSO approach for gene selection[56] was proposed,
different filter based ranking strategies were combined,
the average accuracy values using a RPSO was better
than using whole features in colon and breast cancer
dataset . In[57] they applied PSO to tackle the curse of
dimensionality problem by selecting subset of features
and used the evolutionary outlay aware deep belief
network to classify the datasets , the result has shown that
the proposed method achieved high prediction accuracy
with all datasets comparing with other methods, also it
has taken less time for the classification, the proposed
method need to be tested in high dimensional microarray
datasets .

3- Artificial bee colony algorithm (ABC)

The ABC is a swarm intelligence inspired by insect
behavior, the idea is that every source (position) of food
will be a possible solution for any problem that needs to
be optimized and the amount of nectar will correspond
to the fitness of the solution [50]. A novel feature
selection algorithm based on artificial bee colony
algorithm and genetic algorithm was proposed in [27],
the novel algorithm was applied using six public datasets
and scored better classification accuracy than using GA
and ABC separately. Another study[53] have used PSO
with SVM to eliminate inefficient genes, then they
compared the result with Artificial Bee Colony(ABC)
with SVM which was more efficient.

VI. DISCUSSION

In most biological studies feature (gene) selection is a
preliminary stage, hence selecting a discriminate subset
of genes which can improve the classification
process[20] is becoming a mandatory step. A small
number of genes can play a vital role in biological
studies which can help in tumor classification and early
diagnosis of disease. The conventional methods in
feature selection are not enough to deal with datasets
like DNA microarray, because this type of data have a
huge number of features comparing with small samples
which can affect the classification process in addition to
ambiguity interacting between genes, all these problems
are motivated researches to broaden the circle of search
to obtain the optimal subset of genes by creating new
methods or combining existing modified methods. In
this study researches in DNA microarray data or gene
expression data are included. The study interested in
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new research which applied new methods trying to select
the optimal or near optimal subset which can later
improve the classification accuracy. In the literatures the
researches have used different tools to implement their
studies, most of them have used one tool or
programming language, but some of them have used
more than one tool to improve their results[18]. There
are different tools for analyzing microarray data which
contain variety of packages were written to handle this
type of data [15]( Figure.8 has more details ) .
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Figure.8: The tools used in the literature

To evaluate the performance of classification task
different measured are used like Accuracy, specificity,
sensitivity and Matthews Correlation Coefficient
(MCC)[31].

When dealing with Microarray datasets some challenges

have to be taken into consideration:

1- Microarray data are imbalanced data, since most
samples (instances) belong to healthy cases which
can affect the classification, prediction or clustering
problems. Some researches in the literature do not
mention how they deal with this problem.

2- Microarray data can be presented as a structured data
like group, graph and tree which can increase the
understanding of interaction between genes. Dealing
with structured data needs to enhance traditional
methods or investigate novel methods.

3- Microarray data suffer from noise data, which need
to apply some preprocessing techniques before
applying Feature selection, since the number of
samples is low, deleting any samples to get rid of
noise can affect the learning process.

VII. CONCLUSION

In some fields the characteristics of data make the
process of selecting features more complex and time
consuming which need to enhance or modify new
models or techniques .Building simpler and more
comprehensive models in machine learning and
biomedical researches depends on the quality of data
which will be used in learning task. This data should be
cleaned, informative and non-redundant. Therefore data
quality is a critical subject in DNA microarray data
classification, prediction and clustering. Feature
selection is a process that can produce high quality of
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data by deleting redundant and irrelevant features and
including most relevant and informative data. In this
paper a study on feature selection in DNA microarray is
presented starting with the traditional methods and the
recent studies related to these methods. It presents
Metaheuristic Algorithms as a search strategy to obtain
optimal subset and cope the complexity of finding more
reliable features. Moreover, it describes the DNA
microarray technology and some popular datasets that
have been used in the literatures. Finally some
challenging are presented especially those which are
related to finding optimal features in data which are
noise, huge and have different structured. As a future
work working in parallel environment by combining
between other methods can achieve better classification
accuracy and decrease the number of features, also more
studies can be conducted in FS methods on structured
data such as graph, group and tree.
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