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Abstract— the objective of this paper is to review on soar cognitive architecture‘s programming aspect.to create the 

intelligent agents for solving any artificial intelligence problem. we  discusses the procedure with sequential steps in which 

soar execution cycle executes within soar programming .The purpose of this paper is to give a programmer‘s fundamental 

understanding of how a running Soar program works, with as little theoretical baggage as possible. This will involve 

stepping through a program‘s behaviour and describing what‘s happening, with special attention to the ―hidden‖ parts of 

Soar. 
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I.  INTRODUCTION  

 

Cognitive architectures is a part of artificial intelligence 

which introduced in 1950s with the motive of creating 

programs that could cause behind problem across various 

domains, accommodate to new situations and flash on 

them. An integrated cognitive architecture stated as a 

single system that is efficient of generating all aspects of 

behaviour, however remaining constant across various 

domains and knowledge bases. This system would made 

up of many modules working together to generate a 

behaviour. These modules enclose representations of 

knowledge, memories for storage of content and processes 

utilizing and acquiring knowledge [2].  

 

Cognitive architecture is the concept about the structure of 

the human mind and how they work together to handle 

intelligent behavior in complex environment. It is a 

blueprint for intelligent agents. Its main motive is to have 

artificial computational system processes that behave like 

human or natural cognitive systems. It contains short term 

memory and long term memory. In short term memory, 

information is structured as a symbolic graph structure   

and on the other hand, production rules are put down in the 

long term memory. 

 

Different architectures offer varying features and benefits, 

which should be analyzed based on how and why they will 

be used. They all vary in performance, capabilities, 

infrastructure requirements, and cost, and all have their 

unique limitations and operating methodologies [17]. 

 

A Cognitive architecture composed of memories for 

storing knowledge, processing units that extract, choose, 

combine, store knowledge and  languages  for representing 

the knowledge that is stored and processed. This is a bare-

bones introduction to the Soar programming language [9]. 

Expert System is a computer program with collection of 

facts, rule and knowledge about a particular domain. This 

emulates the decision making ability of a human expert 

and acts in all respects like a human expert [16]. 

 

The Soar theory was developed by Allen Newell, John 

Laird, and Paul Rosenbloom is about cognition i.e. how 

people think, how they solve problems and how they learn. 

The specialized programming language, based on the Soar 

theory is soar language. It describes that how the 

knowledge that people have about the world is mentally 

represented. The soar system ―runs‖ models written in the 

Soar language. Soar is also used as an artificial intelligence 

system, which can control robots or other machines.  

 

II. RELATED WORK  

 

AI is making systems that can enable masters to give 

progressively right or capable assurance for undeniable 

conditions [19]. 

 

In variety of application of Artificial Intelligence such as 

speech recognition, bio informatics, computer vision, and 

Machine Learning (ML) [18], the cognitive architecture 

have been used efficiently for implementing expert system. 

Soar architecture is one of cognitive architectures which 

we studied for our work. It consists of following 

characteristics.-nit 

 

A. Productions 

In a Soar program, all knowledge about the world and what 

to do there is encoded as productions and so the Soar is a 

production system. Productions are in the form of if-then 

pairs. E.g.: IF it‘s cloudy THEN take Umbrella. IF it 1:30 

p.m. THEN its lunch time. When soar system runs the Soar 
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program, the THEN side of each production is fired only 

when IF side matches with the current state of the world. 

By using the productions, a Soar model can solve any 

problem that a human could. 

 

B. Subgoaling 

Subgoaling is a powerful technique, and Soar does this 

whenever it can‘t decide what else to do. Whenever it has a 

problem deciding what to do next, Soar sets itself the 

subgoal of resolving that problem [13].  The technique of 

setting the main problem aside in order to work on a lesser 

problem that‘s blocking progress is called ―subgoaling.‖ 

When the soar system creates a subgoal, it changes the 

state of the world in its internal representation. 

Example: 1. if A& B then C 

                2.  If D then B.  

 To prove 1. We will subgoal 2. 

 

C. Chunking 

Soar learns from its deliberations. Every time Soar resolves 

a problem in a subgoal, it remembers the solution. The 

next time the same problem occurs, that memory is 

available and Soar can avoid the time and trouble of 

working in the subgoal [14]. It is stored as ―chunks.‖ 

Chunks are nothing more than productions produced by the 

soar system instead of the programmer [12].  

 

D. Soar Input/Output               

These models need some way of interacting with the world 

outside of the computer, in order to acquire their new 

knowledge. The soar system provides input and output 

routines for this 

 

III. METHODOLOGY 

 

The cognitive architecture soar‘s editor is used for this 

purpose. They‘re defined in the official Soar User‘s 

Manual. Here we tried to show each and every step starting 

from Artificial Intelligence problem formulation to 

complete execution. 

 

In this, we use two editors Visual soar for writing code to 

create the agent and SOAR Debugger, which is used to run 

the created agent. In our work we tried to make the agent 

intelligent. 

 

 
Figure 1. Visual SOAR: to write code for agent creation 

 
Figure 2. SOAR Debugger: to run the agent 

 

 Go to visual soar  

 Click on file …new project…. Give name of 

agent …..Click on new. 

 

You will get this screen. 

 
Figure 3.  Agent Created 

 

You will see a new window on the left that should contain 

5 things in the form of a tree. This is called the operator 

window [4]. At the root is the name of your project, and 

the four things below it are the default files that are 

automatically created. 

 

In first load file type the soar production (Basic Syntax)  as 

: 

                          Sp {rule*name 

    (condition) 

     (condition)….. 

   - 

                   (action) 

     (action)…..} 
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Figure 4.  Soar production for arithmetic operations 

 

Then save the file and Go to soar debugger to run the file. 

Alternatively, click on the ―source‖ button at the bottom of 

the interaction window. 

 

 
Figure 5.   running of an agent 

 

You can navigate in this menu to get to the correct 

directory (/Agents/) and then select the file you want to 

load (e.g. hello-world-rule.soar). 

 

 
Figure 6. Output Screen 

Visual Soar has a structure called the Data map for 

describing working memory structure [10]. In some ways, 

it is like making type definitions in other languages. To 

observe the Data map, right-click on the root of the tree 

entitled ―production name‟ and click on Open Data map in 

the pop-up window. 

 

 
Figure 7.  Data Map 

 

Thus, states will include the following structures:  

An object for each number (^num).  

The ‘a‘  value of water number (^val). 

 

Production will be : 

 

 (state <s> ^num <n1> 

    ^num <n2>) 

  (<n1> ^val 23) 

  (<n2> ^val 34) 

 

 

As with every operator, we must define two types of rules: 

one to propose the operator and one to apply the operator. 

This operator should be proposed only at the beginning, 

before any task is selected [7].  

 

In the ‗initialize-nittss‘ rule window you will notice that 

Visual Soar has attempted to write this rule for you also. 

The application of initializing is not as standard as the 

proposal and Visual Soar is not able to initialize all of the 

attributes that this project will need. Modify the second 

rule in the rule window to match the rule below. Now, at 

the top of Visual Soar, click on Data map | Check All 

Productions Against the Data map. 
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Figure 8.  Initialize production Rule 

 

You must now add entries into the Data map for the water-

jug state structure. 

 

 
Figure 9.  Step to add identifier 

 
Figure 10. Step to add value to  identifier 

 

Now check all productions against the Datamap in visual 

soar by using the Datamap tab. you should have no errors. 

 

Create elaboration file by following step. 

 

 
Figure 11. Step to create elaboration file 

 

The state elaboration will compute the total of two 

numbers: elaborations*elaborate*calc 

 If the state is named nittss and a num1 has Val v1 and 

num2 has Val v2 then add v1+v2. 

Visual Soar has a folder named elaborations in the operator 

window to hold files for state elaborations. Right-click on 

this folder and click ―Add a File…‖ 

 

You can add the rule from scratch and just type it in, or 

you can use a template [8]. To use a template, click on 

Insert Template in the toolbar and select elaborate-state. 
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Figure 12. Soar production for elaboration to add two numbers 

 

Now run the file in soar debugger. 

 

IV. CONCLUSION  

 

Our goal is to look at the knowledgeable overview on the 

programming structure and working of soar cognitive 

architecture. This paper offers the principal arrangement 

that would facilitate a system to accomplish the cognitive 

tasks, providing the methods for problem and task 

appropriate representations, and tried to acquire all traits of 

the tasks and also their performance. 

 

This paper, presented a review in the field of soar 

programming by demonstrating addition of two numbers. 

From here, we can get knowledge to write programs in soar. 

For general intelligent agents a fixed computational 

building block is necessary. To map with the human‘s 

cognitive capability the intelligent agents can perform 

various tasks and learn, use and encode all the knowledge 

used by humans.  
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