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Abstract— COVID-19, a fast-spreading infectious disease, has taken away the life of a large number of people miserably
with its dreadful consequences globally. The situation demands immediate controlling measures to stop the quick spread of
disease. Governments and other legislative bodies rely on insights from different predictions to suggest and enforce
relevant steps. Forecasting, however, requires sufficient authentic historical data. Due to deficiency of important authentic
data, standard models have shown comparatively lower accuracy for prediction. Among the standard models for COVID-
19 global pandemic prediction, statistical models have received more attention by authorities. So, far the predictions from
all the standard models gave insights that are irrespective of gender. In this study we proposed a statistical model that uses
regression analysis techniques to predict the rate of growth of Covid-19 infections in males and females based on their
population density in each country. Finally, we used a dataset of COVID-19 patients to evaluate the accuracy of the

proposed model.
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I. INTRODUCTION

The novel Coronavirus disease 2019 (COVID-19), caused
by SARS-CoV-2 (Severe Acute Respiratory Syndrome
Coronavirus2) started spreading at Wuhan in China in the
late 2019 and started its uncertain and precarious journey
in January 2020 globally [1,2]. As a result, the World
Health Organization (WHO) declared the outbreak as a
Public Health Emergency of International Concern on 30"
January and later in March 2020 they declared it as
COVID-19 Pandemic [1,2]. This highly infectious virus
primarily spreads between people during close contact,
mainly via small droplets produced by coughing, sneezing,
and talking. Its symptoms are fever, cough, shortness of
breath, loss of smell or it might show none. Its usual onset
time is 2-14 days from the day of infection [3]. Most of the
COVID-19 effected countries in the world have taken the
policy of nation-wide lock-down and isolation to minimise
the spreading of the disease [4]. As of 10" May, 2020,
there have been more than 4 million confirmed cases and
reported more than 279300 deaths globally. USA has the
most number of cases of deaths. The recent global scenario
of COVID-19 pandemic has exhibited complex and
nonlinear in nature. In this paper a mathematical model is
proposed to predict the future COVID-19 outbreak
separately for males and females. The model was applied
on a dataset collected from Kaggle.com.

The rest of the paper is organized as follows: Section Il
introduces the proposed research method, which has two
subsections. The first subsection describes the pre-
processing of data, the second subsection discusses the
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implementation strategy, Section Ill contains data analysis
and prediction. Finally, the paper is concluded in Section
V.

Il. METHODOLOGY

A. Data Pre-Processing

In this research work the dataset from kaggle.com is pre-
processed to get the most informative data values
considering top 22 severely affected countries. To obtain
effective data, the time frame considered to be 25" March
to 7" May, 2020. The severity of COVID-19 has been in
full swing during this time. After the collection of data, the
parameters like latitude and longitude, total population and
population densities for the selected countries are obtained.
The aims of the analysis and predictions are based on
COVID-19 cases affecting males and females based on
population densities. So, the population densities of each
country are used as parameters for regression analysis and
then perform necessary calculations.

B. Implementation Technique

This research is conducted to develop a regression model
to predict the increase or decrease in the number of
COVID-19 cases around the world based on gender. Here
polynomial regression and curve fitting methods are used
to get a visual detail as well as numerical results [5]. The
entire process is shown in Figurel. In recent times,
prediction analysis using polynomial regression is very
effective as it provides best curve fit and more accurate
results than linear regression, time series, and random
forest methods. Polynomial regression uses N number of
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test cases to make prediction and perform curve fitting
where the minimum value of N is 2 and this N is added
with the original linear regression value to get the final
result of the prediction analysis. As per the dataset the
male cases share a negative linear regression and female
cases share a positive linear regression with the population
distribution of the males and females respectively. Square
test and cubic test methods are used to obtain p-values and
f-values of male and female test data cases where p-values
are used for probability analysis and f-values are used to
verify the statistical validity of data. Square test is capable
of making prediction in a small number of intervals
whereas the cubic test uses a large humber of intervals.
The formulas for both are as follows [5].

XSQ = x? 1)
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XCUB = x? 2

Now, the dataset is categorised into two sub-parts based on
male and female instead of using the individual data
values. Next it will divide the population data in certain
intervals (like 0-10,10-20,....) with the help of Simpson’s
1/3 rule and then make predictions using test case
equations. Thus, we obtain approximated values for curve
fitting. The formula of Simpson’s 1/3™ rule is as follows:

J2 FO)dx = h/3[(v0+ yn) + 4(v1 + Y3+ -+ yn—1
)+2(y2+y4+--+yn—2)]

®)
Where, b = upper limit, a = lower limit and f(X) represents
the regression function for each interval.
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Figure.1: Workflow diagram

I1l. RESULTS AND DISCUSSION

Data Analysis and Prediction

To predict the gender wise confirmed cases, the cubic and
the square tests are used. It was also checked that there is
no overlapping of the training data and the test data. Next
it is calculated the Root-Mean-Square-Error (RMSE)
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value to check the validity and accuracy of the data and
regression model. The estimated f-values obtained for the
male dataset are 2.4851 and 3.4457 by square and cubic
tests respectively. Since, both the values are low so we can
consider that the errors in our calculations and data
analysis are minimal and hence our regression model to be
a perfect one. The following graph is obtained.
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Figure.2: Population density vs Confirmed Covid-19 cases of male

The data is divided into certain intervals which in-turn
consists of the population density of males and females and
is represented by y-axis. The intervals are divided equally
with a common difference of 10 for all in order to maintain
a decent test result like, for each of the intervals created we
would consider 10% of the population density every time
when it is implementing a prediction test. With the help of
this the coordinates are obtained by selecting the
approximate values that are generated by using Simpson’s
1/3" rule from the confirmed cases represented by x-axis.

In Figure2, the red line represents the original data while
the blue curve is for square test and black curve is for cubic

test. From figure 2 the cubic curve gives a more accurate
result as it covers the max number of intervals as compared
to square test. The analysis gives an idea that the number
of confirmed cases will initially increase and then will start
to fall. For the above data we get a negative regression
relationship.

For the female dataset, the estimated f-values obtained for
both the cubic and square test are 3.892 and 2.434
respectively. Similar like male cases, both the f-values of
the female dataset are low so the regression model to be a
perfect one.
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Figure.3: Population density vs Confirmed Covid-19 cases of female
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Figure.4: Population density vs Confirmed Covid-19 cases of female

The results of both tests are equal so one curve is
generated. In Figure3, the blue curve represents the
predicted value using the square test and the red line
represents the original data and in Figure4, black curve
represents the predicted value using the cubic test and the
red line represents the original data. Analysing the above
two graphs, an assumption can be made that the confirmed
cases of females tend to fall in both the tests and then
makes a small rise in the end of our graph. The confirmed
cases of females and female population density share a
positive regression relationship.

Based on the p-value we can make our prediction using the
formula-

(p(sq)/ p(0))<100= The

prediction

percentage form of

Where p(sq) and p(o) is the p-value of square analysis and
the p-value of the original dataset respectively. If the p-
value is low, then the predictions will be more accurate. So
the necessary calculations for male dataset are-

p(sq)=0.995
p(0)=0.22

As the value of p(sq) is greater than p(0), the square test
provides a prediction that the cases of infection will
increase by 45.22%approximately in each data interval
with a frequency of 10 for males.
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Similarly, for cubic test the same formula is by replacing
p(sq) with p(cubic). The p-values for original dataset and
cubic analysis are 0.3 and 1.265 respectively. Cubic test
for male dataset shows that the cases of infection will
increase by 42.1%approximately in each data interval with
a frequency of 10.

Since, for the female dataset both square and cubic test
provide equal result so, the p-value obtained in both cases
is 0.52 and p(o) is 0.22. It leads to a conclusion that the

female cases of infection will increase by
23.63%approximately in each data interval with a
frequency of 10.

Root Mean Square Error (RMSE) for both the male and
female cases is 49.16788 and 50.95789 respectively. It is a
good indicator as the lower the RMSE the better is the
regression model. Apart from that it also worked on
intervals for predictions instead of huge volumes of data. It
is known that a linear regression model can be considered
as a perfect one if the RMSE Value of the test data is
almost equal to the RMSE Value of the original data.
Results obtained 49.16788(for square test), 51.98735(for
original data) and 50.95789(for cubic data) respectively.
So, it is clear that the RMSE of the test cases of data is
almost equal to the RMSE of our original data. Hence, the
regression model is to be a more improved as well as more
accurate model.
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IV. CONCLUSION AND FUTURE SCOPE

The proposed method investigated the global pandemic of
the SARS-CoV-2 worldwide in practical circumstances. A
statistical model has been established which uses
regression analysis to obtain our predictions. In this paper,
the rate of growth of COVID-19 infections in males and
females are based on their population density in each
country. The f-values and the p-values obtained for both
the cubic and square tests in polynomial regression
analysis are used to determine the predictions. The
percentage obtained from the p-values of both original and
predicted data are used to obtain our observations. The
result shows that man has higher tendency of getting
infected with COVID-19 than woman.

In future, research can be carried out to find the impact of
natural parameters like, Geographical position, change of
atmospheric temperature due to seasonal change etc. Some
other parameters like underlying health conditions,
sanitation facilities, social distancing, average density of
people in each city etc. can also be considered to perform
analysis and hence obtain a clearer observation of COVID-
19 infections in each city.
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