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Abstract— Social media platforms like Twitter facilitate interaction among people on topics of their interest which may 

vary with time. Hence identification of trendy topics from tweet streams should be a dynamic process. Topic identification 
with text clustering algorithms that focus on the content of the tweets do not suffice as tweets involves three types of 

features namely content, social context and temporal features.  In this paper the author proposed a frame work that employs 

incremental clustering involving all the three types of features for clustering stream of tweets to produce set of clusters 

representing trendy topics at a series of time stamps. The proposed framework provides programmable selection / 

screening of interesting topics streaming on the Tweeter dynamically through proper parameter setting.  Experimentation is 

done on real world data collected from Twitter on different domains.   
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I. INTRODUCTION 

 

The pervasiveness of social media made it easier for the 

people to post anything at anytime from anywhere. 

Today‟s online social networking services like Face Book, 

Twitter, Google+, LinkedIn plays an important role in 

dissemination of information in a real time basis. Empirical 

studies show that online social networking service like 

Twitter is often the first medium to break important news 

about the events in a matter of seconds. Twitter facilitates 
real time flow of text messages known as “tweets” coming 

from different sources covering various kinds of subjects in 

distinct languages and locations. Millions of users are 

posting tweets on different topics ranging from 

technological events to worldwide protests. Extracting 

valuable information from these tweets is an important task 

and has become the popular research area. 

 
Real time topic identification about emerging events is 
valuable if it is discovered timely. There are three types of 

features associated with tweets namely content-based, 

social context based and temporal based from which tweets 

are analyzed to extract knowledge. Clustering algorithms 

are extensively used for topic identification from text [1]. 

However, simple content based clustering is not 

appropriate for tweet clustering since, in addition to 

content based features, tweets have social context as well 

as temporal features. The authors developed a hybrid 

clustering algorithm [1,2] for tweet clustering based on 

content as well as social context in the form of re tweets 
and influential scores of actor who posted the tweets. In 

addition to social context temporal features of the tweets 

are also considered for further refining the tweet clusters at 

successive time stamps. Hence, topic identification from 

tweets should be dynamic producing set of clusters from 

tweet collection at successive time stamps along a given 

timeline and thus calls for incremental clustering.  

 
This paper presents a frame work developed by the authors 

to automatically discover interesting subtopics dynamically 

from tweet stream which are used to identify influential 

users for each of the sub-topics based on the tweets and re 

tweets posted on the sub topics [1]. A new incremental 

tweet clustering algorithm is proposed to update the set of 

tweet clusters representing the sub-topics at successive 

time stamps along the time line.  

 
The rest of the paper is organized as follows; section 2 

presents the related literature, followed by section 3 that 

provides the details of the framework and the proposed 

incremental tweet clustering algorithm. Section 4 presents 

the experimentation and analysis of results. Section 5 

concludes the research work with suggestions for future 

extension.   

 

II. RELATED WORK 

 

A.  On summarization and timeline generation for 

evolutionary tweet streams  : 
The authors in the paper proposed a novel continuous 

summarization frame work called SUMBLR to deal with 

dynamic and fast arriving and large scale tweet streams. It 

contains three components in the first component they 

designed an algorithm namely online tweet stream 

clustering algorithm to maintain distilled statistics and 

store it in a data structure called as Tweet Cluster Vector 
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(TCV) and in the second step they designed TCV rank 

summarization technique for generating summaries. In the 

last step they effectively designed topic evolution detection 

method to detect distinct topics of a domain. 

 
B. Topic discovery and future trend forecasting for texts  : 

The authors in this paper proposed a framework to 

automatically discover topics from a set of documents and 

forecast their evolving trend by considering data mining 

and machine learning as data domains. An association 

analysis process is applied followed by temporal 

correlation analysis and ensemble forecasting approach in 

order to identify the set of topics, discover correlation 

between the topics and analyze the popularity of the topics 
in future. Their frame work yields better performance and 

it is helpful to express large scale text collections in 

concise form. The frame work is also beneficial for many 

applications such as modeling the evolution of the 

direction of research for forecasting future trends of IT 

industry. 

 
III. METHODOLOGY 

 
Incremental clustering is used for automatic topic 

identification as it produces appropriate clusters 

dynamically from tweet streams. At each time stamp along 

the time line of a tweet stream the collection of tweets may 
be clustered differently as the topics covered in the tweets 

may vary with time. However certain topics may continue 

to be of interest during a portion of the time line marked by 

a successive time stamps, while new topics may also 

evolve during this period. Instead of clustering all the 

tweets again and again at each time stamp incremental 

clustering aims to refine the set of clusters representing the 

topics at successive time stamps along the time line. In 

other words, at each time stamp in the time line the 

incremental clustering refines the set of clusters discovered 

at the previous time stamp, except for the first time stamp 

in the time line wherein initial cluster formation of tweets 
already available happens. In the context of tweet 

clustering, the content alone may not accurately represent 

the topic, so hybrid clustering [2] proposed by the authors 

is used to discover high quality initial clusters. In addition 

to the content, the tweeting behaviour of the influential 

users representing the social context is also used in the 

hybrid clustering.  A frame work is developed for the 

incremental clustering to cluster the tweets as they arrive 

based on content, social context and temporal features.  

The proposed framework of incremental clustering is 

divided into two modules. 

 
Module 1: Initial cluster formation for the tweets available 

at the first time stamp using hybrid clustering algorithm. 

 
Module 2: Identification of cluster to each of the new 

tweet in the timeline based on the proposed incremental 

clustering algorithm; the set of clusters may change with 

time with possible additions and deletions to the existing 

set. 

 

Module 1: Identification of initial clusters and refining 

the previously formed clusters: 

The research considers only the re tweeted tweets of 

influential users. Corresponding to each re tweeted tweet 

the influential user who made it along with his weight wi 

and the list of followers who re tweeted the tweet is 
recorded by continuously querying twitter search API. The 

tweets are pre-processed first for content analysis; content 

of each tweet is represented as a term vector which 

specifies the prominence of a word in a tweet in terms of 

TF-IDF scores, where TF is the term frequency and IDF is 

inverse document frequency. Thus tweets are converted 

from text format to numeric format. The tweet term vector 

<ti , wi , tvi > represents the „i‟th tweet, ti, posted by user 

whose weight is wi  and tvi is the term vector representing 

the tweet content.  

  

The first module of the framework identifies initial 
clusters/sub-topics in a specific domain based on the 

content of the tweets posted by the influential users which 

will be further modified based on tweeting behaviour of 

the users. K-means clustering algorithm is applied on the 

content part of tweet term vectors to create initial clusters 

which may be interpreted as K-topics. Based on the 

rationale that influential users are prone to confine 

themselves to a subset of topics of a domain, topics with 

common influential users with correlated influence patterns 

are considered indiscernible and hence, mergeable. The 

content based clusters are further refined based on tweeting 
behaviour of users in order to identify distinct topics. 

Influence scores are calculated as the ratio of number of 

retweets obtained to the total number of tweets they posted 

on the topic for each influential user within the cluster. 

Spearman correlation of the ranked list of common users 

based on their influence scores is estimated for every pair 

of clusters having considerable number of common users.  

Highly correlated pairs of clusters are merged and the 

process is continued to cover all original clusters.  The 

above process of hybrid clustering [2] of tweets generates 

high quality clusters for identification of distinct topics of a 

domain as it considers both the content and the tweeting 
behaviour of the influential users. 
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Figure 1: Trendy topic extraction based on the tweets of 
influential users 

 
Incremental clustering of tweet stream requires to maintain 

statistics of each cluster identified at successive 

timestamps.  A new data structure named as Tweet Cluster 

Vector (TCV) [3] is used in this paper to store the 

information about each cluster in each timestamp. For a 

cluster C containing the tweets t1,t2,……..tn its tweet 

cluster vector TCV is defined as the following tuple:  

TCV(C) = (sum, wsum, ∑w, n, cv, ftset, m ) where  

 tvi

tvi
sum     is the sum of normalized textual vectors 

  


n

i
wsum

1
tvi*wi  Represents sum of weighted textual 

vectors 

 

  ∑w is the sum of weights of each user in the 

corresponding 

   cluster 

   n is the number of tweets in the corresponding cluster 

   ftset is the focus set of size m, consisting of m tweets 
   closest to the cluster centroid 

   cv is the centroid of each cluster which is calculated as 

   wsum/n. 

 

Module 2:  Incremental clustering of tweet stream: 

The second module of the framework deals with 

dynamically identifying the current trending subtopics on 

twitter and removes the outdated subtopics and updates the 

TCV‟s of clusters as new tweets arrive along the time line 

into various clusters. The second module implements 

incremental clustering methodology proposed by the 

authors for clustering the stream of tweets as they arrive. 
 

 It consists of the following two steps: 

a) Allot clusters to each new tweet in time line:  

For most events such as football matches, cricket matches, 

etc., in tweet streams timeliness is important because those 

events do not last for a long time. These events are 

modelled as subtopics of the domain „sports‟ in this 

methodology. By considering a stream of domain specific 

tweets posted by the active users, our goal is to extract 

trendy topics dynamically from a tweet stream. Suppose a 

tweet t arrives in time ts, and there are K active clusters 
identified at the previous time stamp, our goal is to check 

whether the newly posted tweet belongs to one of the 

existing K clusters which were identified at the previous 

time stamp or about a new event which is just started. The 

question is to decide whether to absorb t in one of the 

current clusters or to upgrade t as a new cluster. Each 

cluster is represented by its centroid estimated from its 

TCV. The cluster whose centroid is closest to t is found 

based on the cosine similarity of t to various centroids and 

mark the cluster with the largest similarity, Maxsim (t), as 

Cp. Even though Cp is closest to t it does not mean that 

new tweet t naturally belongs to Cp. The reason is that t 
may still be very distant from Cp. In such a case, new 

cluster should be created. The decision of whether to create 

a new cluster can be made using the principle of Minimum 

Bounding Similarity (MBS)[3]. The average closeness 

between the centroid to the tweets in the cluster Cp is 

denoted by Avg_Sim Cp. MBS is defined as β * Avg_Sim 

Cp where β is a bounding factor between 0 and 1. MBS is 

used to decide whether t is close enough to Cp: if 

Maxsim(t) is smaller than it, then t is upgraded to a new 

cluster; otherwise t is inserted into Cp. This process is 

repeated whenever a new tweet arrives. Thus after 
applying incremental clustering on the next time stamp 

along the timeline the clusters thus obtained are K+P 

clusters, where K is the number of clusters at the previous 

time stamp and P is the newly formed clusters during 

incremental clustering. 

Tweets of influential 

users 

 

Count #Tweets, 

#Retweets for each user 

 

Display K-clusters    

c1,c2,…..ck 

 

Apply K-means 

clustering for tweets of 

influential users 

 

Estimate influence score 

for each user 

 

Refine the K-clusters 

using Hybrid clustering 

algorithm 

 

Display K’ clusters, where 

K’=2K-L 

 

Calculate  sum (Ci) [ sum of textual vectors ] 

 

wsum (Ci) [ sum of weighted textual vectors ]  

 

Count the number of tweets n in each cluster , 

 

  ∑wi   [sum of weights of each user ] 

 

Δ ni = 0 and calculate centroid cv (ci) 

 

Loop for each cluster to 

calculate TCV 
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Figure 2: Cluster allotment to each new tweet in next timeline 

 

b)  Identifying the clusters associated with active and 

new topics:  

Events related to scientific break-through, football match, 

etc arouse temporary interest among people and those sub 

topics are active only for a limited time period. Therefore it 

is safe to delete the clusters representing the sub-topics 

when they are rarely discussed and it is better to maintain 

top K active clusters as growing clusters. Once the cluster 

allotment to each new tweet in the chunk of tweets 

belonging to the next time stamp is done, the newness of 

the clusters is estimated to classify the clusters as growing 

and outdated clusters which represent the active sub topics 

and outdated sub topics respectively. Mark the newness of 
newly formed cluster as 1.0. 

 

In order to estimate the newness of an existing cluster, it is 

necessary to find the number of tweets added into existing 

cluster during the incremental clustering process denoted 

by n  for each existing cluster. It is safe to delete the 

clusters representing the sub-topic whose n  is equal to 0 

and name such type of clusters as outdated clusters. Then 

calculate newness for each of the remaining clusters using 

the formula ∆n/n where n is the number of tweets 

originally existed in the cluster at the previous time stamp. 
  

 Every newly formed cluster becomes an new cluster for 

the next time stamp. Among the new clusters, based on the 

recent activity level some of them may transform into 

growing clusters and the others may get outdated due to 

lack of new tweets during the next time stamp based on 

two parameters α and β respectively. If the number of 

tweets newly arrived into an new cluster is less than β-

minimum activity threshold defined as β times the 

proportionate share of a cluster from the new tweets 

arrived during this time period (calculated as the total 

number of tweets added in the latest time interval divided 
by the number of growing clusters, K) then the new cluster 

is considered as outdated and hence removed. Among the 

new clusters with more than β-minimum activity threshold 

if the number of tweets newly arrived into an new cluster is 

less than α-minimum activity threshold defined as α times 

the proportionate share of a cluster then it continues to be 

an new cluster in the next time stamp. If the number of 

tweets added to the cluster is more than the α-minimum 

activity threshold it is transformed into a growing cluster. 

It may be noted that β < α.  

 

By arranging the growing clusters based on decreasing 
value of its newness top K active clusters are recognized 

and maintained at the specific time stamp. Every newly 

formed cluster becomes new cluster for the next time 

stamp. 

 

Outdated clusters are to be maintained for at least one more 

time stamps after which they are deleted unless they 

become α-minimum active again. Each of the Growing 

cluster represents a trending topic while a New cluster 

represents an evolving topic. An Outdated cluster 

corresponds to a topic which is no longer interesting. 

 

IV. DATA SET AND EXPERIMENTATION 

 

A data set of one lakh retweeted tweets on a specific 

domain namely sports were collected by continuously 

querying the Twitter search API. From this collection of 

domain specific tweets those tweets which were responded 

in the form of retweets were considered as the task relevant 

data for our experimentation. Eighty thousand tweets were 

thus obtained along a time line. One-fifth of the tweets 

posted in the first stage of the time line are pre processed 

and clustered based on content and social context of the 
tweets using hybrid clustering algorithm proposed by the 

authors [2]. The remaining part of timeline is divided into 

4 intervals delimited by time stamps. Incremental 

clustering algorithm is applied for each time interval. 

 

While processing the tweets in the first stage of the 

timeline, 11 distinct topics are identified based on content 

and social context of the tweets using hybrid clustering 

algorithm. Remaining part of the tweets in the timeline is 

divided into 4 intervals. Incremental clustering algorithm is 

then applied for each time interval (each interval contains 
350 tweets). The tweets in each interval are processed in 

order to identify the topics which are growing (topics 

which are trending), which are outdated (the topics which 

may be closed) and newly evolving topics (the topics 

which are recently started) at each time stamp. The tweets 

in the first time interval are processed identification of 

clusters to each new tweet in the first interval is done to 

For chunk of tweets in 

next time line ti, 

Compute cosine similarity between 

new tweet ti to all the centroids  

cv1,cv2,….cvn 

ti    € new cluster 

Find closest cluster Cp  to tweet ti 

If Max 

Sim( cv j,ti ) 

<MBS 

 

ti    €  jth cluster  

Increment  Δ nj 

 ∑w j = ∑wj + twj 

 

For each new tweet 

ti in next 
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check whether the tweet is related to an existing topic or a 

new topic by using the MaxSim formula. Based on the 

number of tweets newly added to the existing clusters (∆n 

value), they may be labelled as growing clusters or 

outdated clusters. Clusters whose ∆n value is equal to zero 

are marked as outdated, otherwise they are considered as 

growing clusters. In addition to that while processing the 
tweets in a time interval some new clusters are also 

formed. 

 

Similarly the tweets in the subsequent time intervals are 

processed, cluster allotment to each new tweet is done and 

∆n value is also checked for each stage. New clusters 

which are formed during processing the tweets in a next 

time interval are considered as new clusters. Some new 

clusters which are formed in the previous time interval will 

be tested in this part and classified as growing, or outdated, 

or remains as new by using α-minimum activity and β-

minimum activity levels as shown in the Figure 3. 

 
Figure 3:  Procedure for every new cluster in previous time 

 

For every new cluster, if the number of tweets newly 

arrived into the new cluster is less than β-minimum activity 

threshold then it is considered as outdated. Otherwise the 

new cluster is tested with α-Min activity level to check 

whether the new cluster is transformed into a growing 

cluster or not. 
 

Results Analysis : 

The number of Growing, New and Outdated clusters 

formed during successive time periods are displayed in the 

following Tables 1, 2, and 3 for different threshold values 

for α and β. The observed number of growing clusters, new 

clusters and outdated clusters at each time stamp are 

displayed in the below graph as shown in the Figures 4, 5, 

and 6. Relative distribution of growing, outdated and new 

clusters depends on the topic evolution during the study 

period (the time of collecting the tweets).   
 

It may be observed from the results that higher values of β 

supports elimination of more number of new clusters as 

outdated clusters unless they receive sufficient number of 

tweets during the next time interval and hence focuses on 

lesser number of evolving topics.  Similarly higher values 

of α screen newly formed clusters from becoming Growing 

clusters more stringently so that identification of trendy 

topics is more selective. Thus the proposed methodology 

provides programmable selection / screening of interesting 

topics streaming on the Tweeter dynamically through 

proper  parameter setting. 

 
 1. The observed number of growing clusters, new clusters 

and outdated clusters at each time stamp with β =0.1  and 

α=0.5 
 

Table 1: #growing topics, # outdated topics, #new topics at each 
time stamp by taking β = 0.1and α=0.5 

 

 
Figure 4: # growing topics, # outdated topics, #new topics at each 

time stamp with β = 0.1and α=0.5. 

 

2. The observed number of growing clusters, new clusters 

and outdated clusters at each time stamp with β =0.2  and 

α=0.5 

 
Table 2:# growing topics, # outdated topics, #new topics at each 

time stamp by taking β =0.2  and α=0.5  

 

β=0.1and 
α=0.5 

#clusters #growing #outdated #new 

Initial 13    

1
st
 time stamp  11 2 28 

2
nd

 time stamp  27 6 26 

3
rd

 time stamp  43 10 17 

4
th
 time stamp  50 12 20 

β=0.2and 
α=0.5 #clusters #growing #Outdated #new 

Initial 13    

1st time 
stamp 

 11 2 28 

2nd time 
stamp 

 30 8 21 

3rd time 
stamp 

 44 10 16 

4th time 
stamp 

 51 12 19 

Test  

β-Min 

activity 

e

s

t  
β

-

M

Test  

α-Min 
activity 

Outdated 

cluster 

 

New cluster 

 

Growing 

cluster 

 

FALSE  

 

FALSE  

 

TRUE  

 
TRUE  
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Figure 5: # growing topics, # outdated topics, #new topics at each 

time stamp with β = 0.2and α=0.5. 

 

3. The observed number of growing clusters, new clusters 

and outdated clusters at each time stamp with β =0.3  and 

α=0.75 
 

Table3:# growing topics, # outdated topics, #new topics at each 
time stamp by taking β =0.3  and α=0.75  

 

 
Figure 6: # growing topics, # outdated topics, #new topics at each 

time stamp with β = 0.3 and α=0.75. 

 

V. CONCLUSION AND FUTURE SCOPE 

 

An incremental framework for Automatic Topic 
identification as they evolve in a social media is developed. 

Tweets are clustered by considering the tweet features 

related to three aspects namely content, social context, as 

well as timeliness. Trendy topics in a specific time period 

are identified and it is useful for target marketing, 

recommender systems, and other e-commerce applications. 

In this paper the authors proposed an incremental 

clustering approach to identify the latest trendy topics by 

dynamically updating the clusters as they receive new 

tweets along the timeline. Top K trendy topics are 

identified based on the proposed newness measure.   
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