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Abstract: The spreading of abnormal cells in the human body with much potential is a basic cause of disease cancer. The
growth of abnormal cells may be affected by age group, being disease-oriented, or type of location in which people live and
many factors. Because of the circumstances, there is no possibility of avoiding the growth of abnormal cells, but by taking
corrective measures the growth can be slowed down to some extent. In addition to that, it will envisage the cancer causes
which in turn can be used to create awareness among the people. In this fact, it is important to determine if someone has a
high cancer risk by using biological test results which have been recorded. By working on these sample data, we can focus
on finding the most influential factors that affect cancer. In this research, by applying a suitable Machine Learning
algorithm on the data which have been collected using surveys, we are able to find the most important factors and mainly
classification type of Machine Learning algorithms to be used for performance analysis.
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I. INTRODUCTION

The uncontrolled growth of incognito cells in the body causes cancer. Cancer mostly causes when the functioning of the
human body fails and acts abnormally. Whenever cancer affects old cells in the body do not die and instead of it, the new
cells will be born. All the extra cells may form the tumors.

Cancer is the second main cause of death in the world and is subject to an estimated 9.6 million deaths in 2018. In the
world, about 1 out of 6 deaths are due to cancer. More or less 70% of deaths from cancer occur in low and middle stage
countries.

Here, we consider cervical cancer which is one of the most causing cancer for women [2]. In this research, we predict
cervical cancer diseases and identify the major factors that cause cervical cancer. With this result, we can take necessary
precautionary measures to get rid of it and control them. We use machine learning techniques to find out the most causing
attributes and also for predicting the occurrence of cervical cancer.

Il. LITERATURE SURVEY

There is much research that has been done for the detection of many cancer types including cervical cancer based on data
sets provided. The following specifies the literature survey of Cancer deaths:

e As per the study of Subramanian, Lung cancer causes 90% of deaths which is mainly caused due to smoking (90%-
men, 75%-women) [1].

e According to the research done by Sreedevi et al, HPV infection prevalence is more (87.8%-96.67% ) among women
with cervical cancer and only less (9.9%-36.8%) among women with no cancer or other gynaecological morbidities
[2].

e As per the study of Fernandes, a new strategy for predicting the outcome of the patient biopsy (a medical record)
computed and also explored clinical findings from the embedding spaces [3]. In this research they used
dimensionality reduction techniques like Joint dimensionality reduction and classification, Fully supervised
embeddings and Deep supervised autoencoders.
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e Roura et al. research concentrated only on tobacco smoking and how important quitting the habit of smoking is for
causing cancer [4].

e As per the research done by Vineet Menon, the performance of accuracy calculated by K-Nearest Neighbor, Decision
Tree and Random Forest algorithms is 95.3%, 85.11% and 87.90% are obtained respectively [5]. The algorithms used
in the paper give the better result of the performance of accuracy to characterize cervical cancer

From the above studies, finding one factor that causes cancer is not a good solution even though the applied algorithm has
better accuracy and the factor changes from one person to another. So we need to find all the factors from the given data
set having more priority to cause cancer.

I1l. DATASET

This dataset consists of 859 records with 36 attributes like Age, Number of sexual partners, First sexual intercourse (age),
Number of pregnancies, Smokes, Smokes (years), Smokes (packs/year), Hormonal Contraceptives, Hormonal
Contraceptives(years), IUD, IUD(years), STDs, STDs(humber), STDs: condylomatosis, STDs: cervical condylomatosis,
STDs: vaginal condylomatosis, STDs: vulvo-perineal condylomatosis, STDs: syphilis, STDs: pelvic inflammatory disease,
STDs: genital herpes, STDs: molluscum contagiosum, STDs: AIDS, STDs: HIV, STDs: Hepatitis B, STDs: HPV, STDs:
Number of diagnosis, STDs: Time since first diagnosis, STDs: Time since last diagnosis, Dx: Cancer, Dx: CIN, Dx: HPV,
Dx, Hinselmann, Schiller, Cytology, Biopsy. 20% of the data is taken as training data and 80% of the data is taken for
testing.

Abbreviations:

STDs - Sexually Transmitted Diseases

HPV - Human Papillomavirus

IUD - Intrauterine contraceptive device

HIV - Human immunodeficiency virus

DX - Diagnosis

CIN - Cervical intraepithelial neoplasia

AIDS - Acquired Immune Deficiency Syndrome

Data Preprocessing:- Before going to work on the sample data set, it has to be preprocessed such that we can get the good
results [6], [9], [10]. We use modules such as “sklearn”, “pandas” and “numpy” to preprocess and handle the data. The real-
time data tends to be incomplete. So, some missing values occur and if we don't handle missing values, the analysis may get
biased with the results falling far apart from the real and original values. In order to avoid such scenarios, it is always
preferred to process the data prior to its usage in analysis using various techniques. Here we use a median approach for
filling the missing values in the dataset.

#Filling missing walues in dataset nawed dats
#using mwedian approach
data pre=data.apply(lambda x: x.fillna(x.wedian(}) |
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The following table indicates the attributes which have missing values in the dataset and the count of missing values:
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BEFORE FILLING MISSING VALUES
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IV. PROPOSED ALGORITHM:

As per the research done by T CHEN, XGBoost is suitable for solving real-world scale problems with a minimal amount of
resources [7]. So, the XGBoost algorithm is chosen out of other algorithms.

4.1 XGBoost:

The abbreviation of the XGBoost is an eXtreme Gradient Boosting Algorithm. It is a decision tree-based algorithm. By
applying this algorithm we predict better accuracy. For example, let us take cancer prediction. We can find whether the

person is affected by cancer or not by taking some factors.

The two reasons to use XGBoost are also the two goals of the project:

1. Execution Speed.
2. Model Performance.

4.1.1 Applying XGBoost:

e  First, we split the dataset into 20% of test data and 80% of train dataset.
e We train the model with the training data and then we test the performance using test data..

e The algorithm predicts the outcome for test data and returns the result

© 2020, 1JCSE All Rights Reserved

92



International Journal of Computer Sciences and Engineering Vol .8, Issue.4, Apr 2020

4.2 Xgboost code:

° from xghoost import XGEClassifier
from sklearn.wetrics import mean squared error
¥ train, X test, y_train, y test = train test splitl X, vy, test size=0.Z, random state=1i3 )
# fit model for training data
xgbModel = XGEClassifier|

xgbModel.fit [ X _train, y_train |}

4.3 Accuracy Calculation using an XGBoost:

After applying the XGBoost, the results are as follows:

o from sklearn.metrics import precision score, recall score, accuracy score
v _pred = xghModel.predict (X test)

predictions = [round(value] for walue in y pred]

accuracy = accuracy score [y test, predictions)
print ("Accuracy: %.2f%%" % (qccuracy ¥ 100.0))

[+ Accuracy: 94.10%

4.4 Advantages:
e High speed and performance.
e The core of the algorithm is parallelizable.
e Parallel processing can be done by using the XGBoost algorithm.
e By using the XGBoost the missing values can be handled.

4.5 Disadvantages:
e  Only work with numeric features.
e Leads to overfitting if hyperparameters are not tuned properly.

V. VISUALIZATION

The dependency between two variables can be shown using heatmap [8]. Heatmaps are used to show relationships
between two variables, one plotted on each axis. By observing how cell colours change across each axis, you can observe if
there are any patterns in value for one or both variables. Here, biopsy test results in cancer confirmation.

The following image represents the code for graphical representation of attributes dependency using heat map:

import matplotlilk.pyplot as plt
import sesborn as sns
sns.set_style('darkgrid')

sns.heatmap (data pre.corr () ,annot=True,cmap='Rd¥1lén', yticklabels=True, xticklsbels=True, linewidths=0.2)
fig=plt.gof()

fig.set_size_inche=z(30,30)}

plt.show()
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Attribute dependency can be visualized after applying the heatmap.

e
Number of sexual partnars

First sexual intercourse

Num of pregnancies

Smokes

Smokes (years)

Smokes packsiyear)

Hormonal Contraceptives
Hormonal Contraceptives (vears)
un

10D (years)

sTos

5105 (number)

5705 conaylomatoss

STDS cervical conaylomatosis
STDS vaginal conaylomatosis
8105 vuluo-perineal condylomatosis
5105 syphills

STOspeivic inflammatory disease
STDs genital herpes

STDS melluscum contagiosum
STDsAIDS

stos v X8

STDs Hepatitis B

STDs HRY

5TDs: Number of diagnosis

DeCIN
DxHPY.

Dx
Hinselmann

schiller

Grology,

Biopsy

2ge
Mumber of sexual partners
First senal inercourse
Num of pregnancies.
Smakes

Smokes [years)

Smokes (packsiyesr)
Harmonal Contraceptives
uw

WD (years)

STDs {number)
STDs:contylomatosis
STDs syphilis

STDs:genital herpes.
STDs4I05

STDsHV

STDs Hepatitis B

STDs HPY

STDs: Number of diagnosis
De:Cancer

DcaN

PV

570 Tome sice ot ogrss ﬂ

STDs:cervical condylomatosis

Harmonal Contraceptives lyears)
STDS:vuive-perineal cendylomatosis
STDs:pehvic inflammatory disease
STDs:malluscum contagiosum
STDs: Time since first diagnosis.

The above-coloured graph consists of each attribute dependency value on remaining attributes and the dependency values
which are varying from 0 to 1. Here the colours are inbuilt taken starting from the lowest possible cases, from red, up to
highest possible cases, to green and the diagonals are the fixed values. The diagonal represents self-dependency. Here each
point represents the dependency of one attribute over another attribute.

VI. FEATURE IMPORTANCE

Here we use the XGBoost algorithm for finding the most important features that affect the cervical cancer
from xghoost import plot importance

plot importance (xghModel)

After applying this algorithm, it results in the most important features like Age, First sexual intercourse, Hormonal
Contraceptives(years), Schiller, Number of pregnancies, Hinselmann, Number of sexual partners, Citology, STDs: Time
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since first diagnosis, Smokes(packs/year), STDs, IUD, Hormonal Contraceptives, STDs: Time since last diagnosis are
showing much impact on the deaths of cancer patients. The feature importance picture shows the same.

Feature importance

Age 141
First sexual intercourse 84
Hormonal Contraceptives (years) 79
Schiller 57
Murm of pregnancies ——————— 49
Hinselmann ——————26
Mumber of sexual partners 21
Citology =— 19
5TDs: Time since first diagnosis —— 17
Smokes (packs/year) 13
5Tos —4
o =3
Hormonal Contraceptives =2
5TDs: Time since last diagnosis -1

Features

0 20 40 &0 a0 100 120 140
F score

VII. CONCLUSIONS

Based on the results obtained from the research, the most influential attributes that cause cervical cancer deaths are
Age, First sexual intercourse, Hormonal Contraceptives(years), Schiller, Number of pregnancies, Hinselmann and Number
of sexual partners. Hence, it is obvious, if these parameters can be controlled well, then the cervical cancer deaths can be
controlled to some extent. Upon using the XGBoost algorithm, the obtained accuracy is 94.19%. Similarly, we can state
all other types of cancer deaths related factors and identify using the same classification technique. Also, we can take the
necessary measures in order to reduce the death rate of cancer patients.
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