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Abstract— Association rule mining (ARM) is used to advance decisions making in the application. ARM became important in
an information and decision-overloaded world. They changed the way user make decisions, and helped their creators to
increase revenue at the same time. Bringing ARM is essential in order to popularize them beyond the limits of scientific
research and high technology entrepreneurship. This paper extracts attractive correlations frequent patterns and association
among set of items in the transaction database. This paper describes the show analysis of Naive Bayes and J48 classification
algorithm based on the correct and incorrect instances of data classification. Naive Bayes is probability based and j48
algorithm is decision tree based. In this paper Comparison weka and orange by using tool to perform evaluation of classifiers
NAIVE BAYES and J48 in the context of mushroom dataset in UCI repository to maximize true positive rate and minimize
false positive rate of defaulters rather than achieving only higher classification accuracy using WEKA and orange tool. The
experiments results reveals the true positive rate, false positive rate, classification accuracy and cost analysis. The results in the
paper on mushroom dataset in UCI repository performance best in Weka than Orange tools. The efficiency and accuracy of J48

-than Naive Bayes is good.
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l. INTRODUCTION

Data mining is a process of extracting interesting knowledge
or patterns from large databases. There are several
techniques that have been used to discover such kind of
knowledge, most of them resulting from machine learning
and statistics. The greater part of these approaches focus on
the discovery of accurate knowledge. Though this knowledge
may be useless if it does not offer some kind of
surprisingness to the end user. The tasks performed in the
data mining depend on what sort of knowledge someone
needs to mine. Data mining technique are the result of a
time-consuming process of study and product development.
The main types of task performed by DM techniques are
Classification, Dependence Modeling, Clustering,
Regression, Prediction and Association. Classification task
search for the knowledge able to calculate the value of a
previously defined goal attribute based on other attributes
and is often represented by IF-THEN rules. We can say the
Dependence modeling as a generalization of classification.
The aim of dependence modeling is to discover rules able to
calculate the goal attribute value, from the values of
calculated attributes. Even there are more than one goal
attribute in dependence modeling. The process of partitioning
the item set in a set of significant sub-classes (called clusters)
is known as Clustering.

Il LITERATURE SURVEY

Zhang et al [1] proposed an algorithm to discover combined
association rules. Compared with the existing association
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rule, this combined association rule technique allows
different users to perform actions directly. In this paper they
have focused on rule generation and interestingness measures
in combined association rule mining. In combine association
rule generation, the frequent itemsets among itemset groups
are discovered to improve efficiency.

Gautam [2] obtainable an specialized version of Apriori
techniques for mining multilevel association rules in large
databases to finding maximum frequent itemset at lower
level of abstraction. This paper proposed a new, speedy and
an efficient algorithm (SCBF Multilevel) with single scan of
database for mining complete frequent itemsets. This system
algorithm can derive the multiple-level association rules
under different supports in simple and effective way.

Bao [3] paper an algorithm for double connective association
rule mining for which a three table relational database is
used. The rules are found among the primary keys of the two
entity tables and the primary key of the binary relationship
table.

Yahya Slimani [4] paper a dynamic load balancing strategy
for distributed association rule mining algorithms under a
Grid computing environment. Experiments showed that the
proposed strategy succeeded in achieving better use of the
Grid architecture assuming load balancing and this for large
sized datasets.

Abdul Kadir et al[5] provide the preliminary of basic concept
of negative association rule and proposed an improvement in
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Apriori algorithm for mining negative association rule from
frequent absence and presence itemset. Relative
interestingness measures were adopted to prove that the
generated rules are also interesting and strong.

Liu et al [6] existing different method to deal with the false
positive errors in association rule mining. Three multiple
testing correction approaches- the direct adjustment
approach, the holdout approach and the permutation-based
approach are used and extensive experiments have been
conducted to analyze their performances. From the results
obtained, all the three approaches control false positives
effectively but among the three permutation—based approach
has the highestpower of detect actual association rules, but it
is computationally expensive.

Gupta Anekritmongkol [7] paper algorithm algebra algorithm
that will decrease the amount of time in reading data from
the database. It has been found that through experiments that
the time was reduced considerably. Similar authors have
compare the performance of unusual association rule mining
algorithms by implementing them on various kinds of
datasets.

11 METHODOLOGY

3.1 Navie Bayes

Naive Bayes is a supervised probability machine learning
classifier method that assumes terms occur independently.
This can be used to in classifying textual documents in
simplest method. The Naive Bayes model computes the
posterior probability of a class, based on the allocation of
words in the document this illustration works with the BOWs
feature extraction which ignores the situation of the word in
the document .Bayesian  classification  represent a
supervised learning method as well as statistical method
for classification. It is easy probabilistic classifier based on
Bayesian theorem with strong independence assumption. It is
for the most part suited when the dimensionality of input is
high. They can predict the probability that a given tuple
belongs to a particular class. This classification is named
after Thomas Bayes who proposed the bayes theorem.
Bayesian formula can be written as

P(H|E) =[P(E|H)*P(H)]/P(E)

The basic idea of Bayes’s rule is that the outcome of a
hypothesis or an event (H) can be predicted based on some
evidences (E) that can be observed from the Bayes’s rule.

3.2J48

J48 is the decision tree based algorithm and it is the
extension of C4.5. With this technique a tree is constructed
to model the classification process in decision tree the
internal nodes of the tree denotes a test on an attribute,
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branch represent the outcome of the test, leaf node holds a
class label and the topmost node is the root node.
Input: C4.5 or J48 Decision Tree T

Procedure PostPruning(Data, TreeSplits)
SplitData (TreeSplits, Data, GrowingSet, PruningSet)
Estimate = DivideAndConquer(Growing Set)
loop
New Estimate = Selection(Estimate,PruningSet)
if Accuracy(New Estimate, Pruning Set) <
Accuracy(Estimate,PruningSet)
exit loop
Estimate = NewEstimate

return(Estimate)
Procedure Divide And Conquer(Data)
Estimate = @
while Positive(Data) != @
Leaves =@
Instance = Data
while Negative(Instance) = @
Leaves = Leaves UFind(Leaves, Instance)
Instance = Instance(Leaves, Instance)
Estimate = Estimate U Leaves
Data = Data - Instance
return(Estimate)

3.3 WEKA TOOL

Weka is a landmark system in the history of the data mining
and machine learning research communities, because it is the
only toolkit that has gained such widespread adoption and
survived for an extended period of time. The Weka or
woodhen (Gallirallus australis) is an endemic bird of New
Zealand. It provides many different algorithms for data
mining and machine learning. Weka is open source and
freely available. It is also platform-independent.

Advantages

> As weka is fully implemented in java programming
languages, it is platform independent & portable.

» It is freely available under GNU General Public
License.

» Weka s/w contain very graphical user interface, so
the system is very easy to access.

» There is very large collection of different data
mining algorithms.

Disadvantages

» Lack of possibilities to interface with other software

» Performance is often sacrificed in favour of
portability, design transparency, etc.

» Memory limitation, because the data has to be
loaded into main memory completely

3.4 ORANGE

Orange Data mining: Orange is an open source data
visualization and analysis tool. Orange is developed at the
Bioinformatics Laboratory at the Faculty of Computer and
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Information Science, University of Ljubljana, Slovenia,
along with open source community. Data mining is done
through visual programming or Python scripting. The tool
has components for machine learning, add-ons for
bioinformatics and text mining and it is packed with features
for data analytics. Orange is a Python library. Python scripts
can run in a terminal window, integrated environments like
PyCharm and PythonWin, or shells like iPython. Orange
Data mining In Orange, data analysis.

Advantage

Orange tool that are interactive, visual, understandable, well-
performing and work directly on the data warehouse/mart of
the organization could be used by front line workers for
immediate and lasting business benefit.

Disadvantage

The techniques deployed by orange tools are generally well
beyond the understanding of the average business analyst or
knowledge worker. This is because the tool was generally
designed for expert statisticians involved in the detailed
science of predictive modeling. This would be the
disadvantage today. If this advanced level of analysis is
reserved for the few, instead of for the masses, the full value
of data mining in the organization cannot be realized. For
those with average analytical capabilities, orange is not
nearly as effective as it could be.

IV. EXPERIMENT AND RESULTS

The proposed system has been implemented using weka and
Orange tool environment. It can be executed on windows.
The results are obtained as follows after execution
Mushroom data set. Data a mushroom dataset has been used
with 119 items each for analysis. A set of association rules
are obtained by applying Navie bayes and J48. By analyzing
the data and giving different support and confidence values,
execution time, can obtain different number of rules. During
analysis it found that J48 is much faster for huge number of
transactions as compare to Navie Bayes. It takes less time to
generate frequent item sets. We work on mushroom data
vavhich contains 8124 transactions.
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Figure 4.1.5 Navie Bayes result for weka
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4.2 MINIMUM SUPPPORT

Table 4.2.1 showing minimum support for mushroom dataset

Navie Bayes
TOOL o 48 Minimum Support
Minimum Support
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WEKA 0.45 2.45

ORANGE 0.78 5.45

Chart 4.2.1 showing minimum support for mushroom dataset

B WEKA

B ORANGE

Minimum Support

148 MNavie Bayes

Algoithm

1) 4.2.2 CONFIDENCE

TABLE 4.2.2 Showing Confidence For Mushroom

Dataset
TooL CONFJ:E)SENCE CSEVFITE?;L%E
WEKA 0.3 0.5
ORANGE 0.8 0.10

CHART 4.2.2 showing confidence for mushroom dataset
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4.2.3 EXECUTION TIME SECOND

Experiments are performed on the mushroom datasets.
Machine with configuration of windows 7 system and 2-GB
of RAM is used. The results were compared to experiments
with WEKA & Orange implementations of J48 and Navies
Bayes the techniques run to ensure that the results.

Table 4.2.3 Execution Time Second

J48 Navie Bayes
TOOL Execution Time Execution Time
Second Second

WEKA 0.03 0.15
ORANGE 0.09 0.12

-5 01 /

% - / —&— WEKA
E e / —fil— ORANGE

Algorithm

Figure 4.1.13: Representing Dataset measured in Execution
Second (ms)

V. CONCLUSION

Discovery of association rules is the most successful and
important task in data mining and its goal is to discover all
the frequent patterns in the data set. The algorithm does not
need to repeatedly scan the database when discovering
frequent item sets, therefore can greatly improve the
efficiency of data mining.The experiments have been
performed using the weka and orange tool. Mushroom data
set have been taken from UCI repository having 8124
instances and 22 attributes. J48 is a simple classifier
technique to make a decision tree, efficient result has been
taken from dataset using weka tool in the experiment. The
experiments results shown in the study are about
classification minimum support, confidence level and
execution time, analysis.J48 gives more classification
accuracy for all class in dataset having good result. The

235



International Journal of Computer Sciences and Engineering

result in the study on these mushroom datasets also shows
that the efficiency and accuracy of j48 is good.
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