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Abstract— Databases provide data storage, extraction and manipulation by using SQL language. It has emerged as a backend 

to support Big Data applications. It is mainly characterized by horizontal scalability, schema-free data models, and easy cloud 

deployment. There are various NoSQL databases and the performance varies with different types based on node capacity, 

number of cores, replication actor, and different workloads. Hence, it is important to compare them in terms of their 

performance and verify how the performance is related to the different database. This paper focuses on comparison of 

Cassandra, MongoDB and HBase which are the most commonly used NoSQL databases. This comparison between NoSQL 

databases deploys them on yahoo cloud platform which uses different types of virtual machines and cluster sizes to study the 

effect of different configurations. The final result shows the performance of databases at different workload levels and the 

result can be compared to find out the best among these two databases. In this paper, the comparison of two data bases which 

are mongo db and Cassandra db algorithm are used to produce the result which is the best db for future data base. 
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I.  INTRODUCTION  

 

Databases are considered as a vital part of the organization. It 

is being used all over the globe. Originally, relational 

database were used which helped in the storage, extraction 

and manipulation of large volumes of data. However, with 

the constant growth of data, relational databases have their 

own limitations. To overcome the limitations, a new database 

model was developed with additional features, known as 

NoSQL database (Non-relational database). These databases 

are much more efficient and were not limited to scalability 

and storage. NoSQL database emerged as a breakthrough 

technology and it is used as a complement to relational 

database 

 

MongoDB is a flexible and scalable document oriented data 

store with dynamic schemas, autosharing, built-in replication 

and high availability, full  and flexible index support, rich 

queries, aggregation. Mongo DB follows a master-slave 

approach, and it has an automatic failover feature where if a 

master server goes down, MongoDB can automatically 

failover to a backup slave and promote the slave to a master. 

Master-slave replication is the most general replication mode 

supported by MongoDB, very flexible for backup, failover, 

read scaling. Shading is MongoDB’s approach to scaling out. 

Shading allows you to add more machines to handle 

increasing load and data size horizontally without affecting 

your application. Shading refers to the process of splitting 

data up and storing different portions of the data on different 

machines. The basic concept behind MongoDB’s shading is 

to break up collections into smaller chunks. These chunks 

can be distributed across shards so that each shard is 

responsible for a subset of total data set.  

Apache Cassandra in a nutshell is an open source, peer-peer 

distributed database structural design, decentralized, easily 

scalable, fault tolerant, highly available, eventually 

consistent, schema free, column oriented database. Cassandra 

has a peer to- peer distribution model, such that any given 

node is structurally identical to any other node that is, there 

is no “master” node that acts differently than a “slave” node. 

There is no need to store a value for individual column every 

time a new entity is stored. A cluster is a container for time 

signature spaces. A time signature space is the outermost 

container for data in Cassandra, but it’s perfectly fine to 

create as many key spaces as the application needs. 

 

II.  LITERATURE REVIEW 

 

Rick Cattell [1] has done a comprehensive survey on 

Scalable SQL and NoSQL databases. In this paper, He 

classify these system on their data model, consistency 

control, data storage, durability, availability, query support, 

and other dimensions into key-value, document, extended 

record and relational. 

 

Bogdan George [3] has done a evaluation between several 

NoSQL databases with comment and notes. This term paper 

is trying to comment on the various NoSQL systems and to 

make a comparison based on qualitative and quatitative point 

of view between Cassandra, Hbase and MySQL.The 

quantitative evaluation criteria or view based on two sets, 

one related to size(number of records/rows/document store, 
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number of node in an installation) and other related to 

performance(Read and write latency in both write and read 

intensive environment).. These systems cannot be used 

interchangeable for solving any type of problem, but choose 

between the two types of databases for a given instance. 

 

Jing han et al. [4] has done a survey on NoSQL database. 

This thesis describe the background, basic characteristics, 

data model of classifies NoSQL databases according to the 

CAP theorem be the mainstream NoSQL databases and on 

the basis of properties to help enterprises to choose NoSQL. 

Based on the above knowledge of the mainstream NoSQL 

databases companies decide whether to use NoSQL. In their 

study observed that companies need to consider the 

following options when deciding which properties NoSQL 

are Data Model, CAP Support, Multi Data Center Support, 

Capacity, Performance, Query API, Reliability, Data 

Persistence, Rebalancing and Business Support. 

 

Santhosh Kumar Gajendran [5] has done a survey on nosql 

database. The goal of is to understand the present need that 

have led to the evolution of NoSQL databases, why 

relational database.In their study, common concepts 

underlying these databases and how they compromise on 

ACID properties to achieve high scalability and availability. 

The NoSQL databases Dynamo, voldemort, CouchDB, 

MongoDB, BigTable, HBase and Cassandra based on 

License type, concurrency control, data storage and 

replication are surveyed . Each database and its 

implementation has strengths at addressing specific 

enterprise or cloud concerns such as being easy to operate, 

providing a flexible data model, high availability, high 

scalability and fault tolerance. 

 

Manoj V [6] has done a comparative study on NoSQL 

databases are Cassandra, MongoDB and Hbase on basis of 

architecture and working. The parameter of study are 

classification, architecture, availability, data model, 

partitioning and evaluation of Cassandra as industry use case. 

In their study that MongoDB fits for use cases with 

document, document search and aggregation functions are 

mandate. HBase suits the scenarios in which hadoop map 

reduce is useful for bulk read and load operations and offers 

optimized read performance with hadoop platform. 

Cassandra can be used for applications requiring faster writes 

and high availability. 

 

III. METHODOLOGY 

 

3.1 DATASET 

A group of related sets of data that is composed of separate 

element but can be manipulated as a unit by a computer.In a 

database, for example, a data set might contain a collection 

of business data like calculating PH value, comparing with 

.NET Software. The record itself can be considered a data set 

can bodies of data within it related to a particular type of 

information, such as sales data for a particular corporate 

department. A Vorter, Adhaar card dataset has been used 

with 800 items each for analysis. A set of association rules 

are obtained by applying K-Means, Navie bayes  and 

decision tress. By analyzing the data, and giving different 

execution time, memory space we can obtain different 

number of rules.   

 
Voter id 

 
 

Aadhar id 

 
 

3.2 ALGORITHM  

Naïve Bayesian Classifier: 

Theorem with well-built autonomy assumption between the 

feature. It is a highly scalable require a figure of parameters 

linear in the number of variables (features/predictors) in a 

learning problem. Maximum-likelihood training can be done 

by evaluating a closed-form expression, which takes linear 

time, rather than by expensive iterative approximation as 

used for many other types of classifiers. 

 

The probabilities applied in the Naïve Bayes algorithm are 

calculated according to the Bayes’ Rule. The probability of 

the likelihood of some conclusion S , given some evidence or 

observation T, where a dependence relationship between S 

and  T, denoted as P(S|T) , can be calculated based on Eq. 1 
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The Bayes Naive classifier selects the most likely 

classification Vnb given the attribute values a1; a2; : : : an. 

This results in: 

Vnb = argmaxvj2V P(vj)YP(aijvj) (1) 

We generally estimate P(aijvj) using m-estimates: 

P(aijvj) = nc + mp 

   

      n+m                                                  

Where: 

n = the number of training examples for which v = vj 

nc = number of examples for which v = vj and a = ai 

p = a priori estimate for P(aijvj) 

A. m = the equivalent sample size 

 

K Means Clustering: 

K-means clustering aim to partition n explanation into k 

clusters in which each observation belong to the cluster with 

the nearest mean, serving as a prototype of the cluster. This 

results in a partitioning of the data space into Voronoi cells. 

 

K means clustering with example 

The steps of the K-means algorithm are written below: 

1. Initialization: Randomly K data points are chosen to 

initialize the cluster centers. 

2. Nearest-neighbor search: Each data point is assigned to the 

cluster center that is closest to it. 

The distance from the data vector to the centroid is calculated 

using the following equation. 

 
Where d is the dimension of the data vector, zp is the centroid 

of cluster p and aj is the data vector. 

3. Mean update: New cluster centers are calculated finding 

the mean of the input vectors assigned to a particular cluster. 

 

IV.  RESULT AND DISCUSSION 

 

A Vorter, Adhaar card dataset has been used with 800 items 

each for analysis. A set of association rules are obtained by 

applying K-Means, Navie bays  and decision tress. By 

analyzing the data, and giving different execution time, 

memory space we can obtain different number of rules.  

During analysis it found that Genetic is much faster for large 

number of  transactions as compare to K-means. It takes less 

time to generate frequent item sets. We work on mogodb, 

cassendra data which contains transactions. All the results 

are collected from Pentium Dual core processor with 1. 

73GHz speed and 1 - GB RAM 

 

Mango DB 

 MongoDB is a flexible and scalable document oriented data 

store with dynamic schemas, autosharing, built-in replication 

and high availability, full  and flexible index support, rich 

queries, aggregation 

 

Cassandra DB 

 Apache Cassandra in a nutshell is an open source, peer-peer 

distributed database structural design, decentralized, easily 

scalable, fault tolerant, highly available, eventually 

consistent, schema free, column oriented database. 

Data sets contain voter id and aadhar card. 

 

Preprocess: 

A preprocessor is a program that processes its input data to 

produce output that is used as input to another program. The 

output is said to be a preprocessed form of the input data, 

which is often used by some subsequent programs like 

compilers. The amount and kind of processing done depends 

on the nature of the preprocessor; some preprocessors are 

only capable of performing relatively simple textual 

substitutions and macro expansions, while others have the 

power of full-fledged programming languages. 

 

 

Figure 4.1 : Login MainPage 

 

Figure 1.  Figure 4.2 Upload Adhaar card Mongo dataset 
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Figure 4.3 Mongo Dataset using Navie bayes in Time & Memory space 

 
Figure 4.4 Adhaar Card Mongo Dataset using K-means in Time & 

Memory space 
 

Figure 4.5 Adhaar Card Mongo Dataset using Decision Trees  

in Time & Memory space 

 

Figure 4.6 Voter ID Mongo Dataset using Navie Bayes in Time & Memory 

space 

 

Figure 4.7 Voter ID Mongo Dataset using Kmeans in Time & Memory 

space 

Table 1.Comparison of two dataset using k-means, NB algorithms & 

Decision Trees 

Dataset 

  

K-Means 

Time 

Taken 

 (in secs.)  
 

 

NB 

Time 

Taken  

(in secs.)  
 

 

DT 

Time 

Taken 

 (in secs.)  
 

Adhaar Card 0.2 0.25 
0.17 

Voter ID 0.8 2.60 
1.45 
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Figure 4.8 comparisons of two dataset using k-means, NB algorithms & 

decision trees execution time 

 
Table 2.Comparison of two dataset using k-means, NB algorithms & decision 

trees memory space 

Dataset 

  

K-Means 

Memory 

Space 

 

 

NB 

Memory 

Space 

 

 

DT 

Memory 

Space 

 

Adhaar 

Card 
3 5 45 

Voter ID 75 85 90 

 

Figure 8.1.2 comparison of two dataset using k-means, NB algorithms & 

decision trees memory space 

 

V. CONCLUSION 

In conclusion, the project work proposed a method which 

combines SQL database which belongs to the relational 

group of database systems and MongoDB being a NoSQL 

database to store and manage big data. The result obtained it 

is understandable that system can be used for storage space 

and administration of big eliminating the weaknesses in both 

databases. This project produce the best result in “k-means 

algorithm” used in mongodb and Cassandra db while 

comparing other algorithm like naïve bayseian and k means 

clustering algorithm. 

 

VI. FUTURE ENHANCEMENT 
 

MongoDB has newly come into existence, whereas the 

standard SQL language has been over years and, therefore if 

we merge the two we can use the features of both the 

database. Although, NoSQL (MongoDB) has the advantage 

of horizontal expansion, but for complex SQL requests, it 

cannot support them very well. For the Query based on 

KEY/VALUE and massive data storage requirements, 

NOSQL is a very worth doing choice for me and all other 

developers and organizations who’s developed big 

applications. 
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