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I. INTRODUCATION

 

Over the past several years,the field of data mining

seen an explosion of interest from both

industry. Data mining is an interdisciplinary 

draws heavily on both statistics and machine learning. In 

these two areas, such problems as learning how to classify 

data and finding natural clusters of data have been studied 

extensively for decades. Furthermore, the earliest 

mathematical programming formulations of both data 

classification [1] and data clustering [2] date back almost

40 years. Building on this early work, the recent growing 

interest in data mining has been paralleled by a similar 

growth of research in optimization for data mining [3,4], 

and the operations research community has the potential 

to continue to contribute significantly to this field.

Classification: Classification Data mining algorithms can 

follow three different learning approaches: supervised, 

unsupervised, or semi-supervised.  In supervised learning, 

the algorithm works with a set of examples whose labels 

are known. The labels can be nominal values in the case 

of the classification task, or numerical values in the case 

of the regression task.  In unsupervised learning, in 

contrast, the labels of the examples in the dataset are 

unknown, and the algorithm typically aims at grouping 

examples according to the similarity of their attribute 

values, characterizing a clustering task.  Finally, semi

supervised learning is usually used when a small subset of 

labelled examples is available, together with a large 

number of unlabeled examples.  The classification task 

can be seen as a supervised technique where each instance 

belongs to a class, which is indicated by the value of a 

special goal attribute or simply the class attribute. The 

goal attribute can take on categorical values,

Each of them corresponding to a class. Each example 

consists of two parts, namely a set of predictor attribute 

values and a goal attribute value. The former are used to 

predict the value of the latter. The predictor attributes 

should be relevant for predicting the class of an instance. 
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need for data mining is prevalent for extracting knowledge and understanding 

patterns, given the vast amount of data being generated. Clustering is one of the many data mining functionalities which 

divide data into groups containing similar data objects Classification is a technique used for discovering classes of 

unknown data. Before applying any mining technique, irrelevant attributes needs to be filtered. Filtering is done using 

different feature selection techniques like wrapper, filter and embedded technique. This paper is an introductory paper on 

different techniques used for classification and clustering. 
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finding natural clusters of data have been studied 
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mathematical programming formulations of both data 

fication [1] and data clustering [2] date back almost 

40 years. Building on this early work, the recent growing 

interest in data mining has been paralleled by a similar 

growth of research in optimization for data mining [3,4], 

and the operations research community has the potential 

ficantly to this field. 

Classification: Classification Data mining algorithms can 

follow three different learning approaches: supervised, 

supervised.  In supervised learning, 

the algorithm works with a set of examples whose labels 

are known. The labels can be nominal values in the case 

of the classification task, or numerical values in the case 

of the regression task.  In unsupervised learning, in 

contrast, the labels of the examples in the dataset are 

ically aims at grouping 

examples according to the similarity of their attribute 

values, characterizing a clustering task.  Finally, semi-

supervised learning is usually used when a small subset of 

examples is available, together with a large 

of unlabeled examples.  The classification task 

can be seen as a supervised technique where each instance 

belongs to a class, which is indicated by the value of a 

special goal attribute or simply the class attribute. The 

ical values, 

of them corresponding to a class. Each example 

consists of two parts, namely a set of predictor attribute 

values and a goal attribute value. The former are used to 

predict the value of the latter. The predictor attributes 

nt for predicting the class of an instance. 

In the classification task the set of examples being mined 

is divided into two mutually exclusive and exhaustive 

sets, called the training set and the test set. The 

classification process is correspondingly divid

phases: training, when a classification model is built from 

the training set, and testing, when the model is evaluated 

on the test set. In the training phase the algorithm has 

access to the values of both predictor attributes and the 

goal attribute for all examples of the training set, and it 

uses that information to build a classification model. This 

model represents classification knowledge 

relationship between predictor attribute values and classes 

– that allows the prediction of the class of an example 

given its predictor attribute values. For testing, the test set 

the class values of the examples is not shown. In the 

testing phase, only after a prediction is made is the 

algorithm allowed to see the actual class of the just

classified example. One of the major goals of a 

classification algorithm is to maximize the predictive 

accuracy obtained by the classification model when 

classifying examples in the test set unseen during training. 

The knowledge discovered by a classificati

can be expressed in many different ways like rules, 

decision trees, Bayesian network etc. Various techniques 

used for classification are explained in the following 

section. 

 

II. CLSSIFICATION TECHANIQUE
 

A. Rule Based Classifiers 

Rule based classifiers deals with the discovery of high

level, easy-to-interpret classification rules of the form if

then. The rules are composed of two parts mainly rule 

antecedent and rule consequent. The rule antecedent, is 

the if part, specifies a set of conditions referrin

predictor attribute values, and the rule consequent, the 

then part, specifies the class predicted by the rule for any 

example that satisfies the conditions in the rule 

antecedent. These rules can be generated using different 
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deals with the discovery of high-

interpret classification rules of the form if-

then. The rules are composed of two parts mainly rule 

antecedent and rule consequent. The rule antecedent, is 

the if part, specifies a set of conditions referring to 

predictor attribute values, and the rule consequent, the 

then part, specifies the class predicted by the rule for any 

example that satisfies the conditions in the rule 

antecedent. These rules can be generated using different 
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classification algorithms, the most well known being the 

decision tree induction algorithms and sequential coveri

rule induction algorithms [1]. 

 

B. Bayesian Networks 

A Bayesian network (BN) consists of a directed, acyclic 

graph and a probability distribution for each node in that 

graph given its immediate predecessors [2

Network Classifier is based on a Bayesian

represents a joint probability distribution over a set of 

categorical attributes. It consists of two parts, the directed 

acyclic graph G consisting of nodes and arcs and the 

conditional probability tables. The nodes represent 

attributes whereas the arcs indicate direct dependencies. 

The density of the arcs in a BN is one measure of its 

complexity. Sparse BNs can represent simple probabilistic 

models (e.g., naive Bayed models and hidden Markov 

models), whereas dense BNs can capture highly complex 

models. Thus, BNs provide a flexible metho

probabilistic modelling [3]. 

 

C. Decision Tree 

A Decision Tree Classifier consists of a decision tree 

generated on the basis of instances. The decision tree has 

two types of nodes: a) the root and the internal nodes, b) 

the leaf nodes. The root and the internal nodes are 

associated with attributes, leaf nodes are associated with 

classes. Basically, each non-leaf node has

branch for each possible value of the attribute associated 

with the node. To determine the class for a new instance 

using a decision tree, beginning with the root, successive 

internal nodes are visited until a leaf node is reached. At 

the root node and at each internal node, a test is applied. 

The outcome of the test determines the branch traversed, 

and the next node visited. The class for the instance is the 

class of the final leaf node [4]. 

 

D. Nearest Neighbour 

A Nearest Neighbour Classifier assumes all instances 

correspond to points in the n-dimensional space. During 

learning, all instances are remembered. When a new point 

is classified, the k- nearest points to the new point are 

found and are used with a weight for determining the class 

value of the new point. For the sake of increasing 

accuracy, greater weights are given to closer points [5

 

E. Artificial Neural Network 

An artificial neural network, often just called a neural 

network is a mathematical model or computational model 

based on biological neural networks, in other words, is an 

emulation of biological neural system. In most cases an 

ANN is an adaptive system that changes its structure 

based on external or internal information that flows 

through the network during the learning phase [6

Neural Network Classifier is based on neural networks 

consisting of interconnected neurons. From a simplified 

perspective, a neuron takes positive and negative stimuli 

(numerical values) from other neurons and when the 

weighted sum of the stimuli is greater than a given 
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nodes and arcs and the 

conditional probability tables. The nodes represent 

attributes whereas the arcs indicate direct dependencies. 

The density of the arcs in a BN is one measure of its 

complexity. Sparse BNs can represent simple probabilistic 

models and hidden Markov 

models), whereas dense BNs can capture highly complex 

models. Thus, BNs provide a flexible method for 

A Decision Tree Classifier consists of a decision tree 

e basis of instances. The decision tree has 

two types of nodes: a) the root and the internal nodes, b) 

the leaf nodes. The root and the internal nodes are 

associated with attributes, leaf nodes are associated with 

leaf node has an outgoing 

branch for each possible value of the attribute associated 

with the node. To determine the class for a new instance 

using a decision tree, beginning with the root, successive 

internal nodes are visited until a leaf node is reached. At 

node and at each internal node, a test is applied. 

The outcome of the test determines the branch traversed, 

and the next node visited. The class for the instance is the 

umes all instances 

dimensional space. During 

learning, all instances are remembered. When a new point 

nearest points to the new point are 

found and are used with a weight for determining the class 

f the new point. For the sake of increasing 

s are given to closer points [5]. 

An artificial neural network, often just called a neural 

computational model 

cal neural networks, in other words, is an 

emulation of biological neural system. In most cases an 

ANN is an adaptive system that changes its structure 

based on external or internal information that flows 

rk during the learning phase [6]. A 

Neural Network Classifier is based on neural networks 

consisting of interconnected neurons. From a simplified 

perspective, a neuron takes positive and negative stimuli 

(numerical values) from other neurons and when the 

ter than a given 

threshold value, it activates itself. The output value of the 

neuron is usually a non-linear transformation of the sum 

of stimuli. In more advanced models, the non

transformation is adapted by some continuous functions.

Rough Sets any set of all indiscernible (similar) objects is 

called an elementary set. Any union of some elementary 

sets is referred to as a crisp or precise set 

set is rough (imprecise, vague).  Each rough set has 

boundary-line cases, i.e., objects wh

certainty classified, by employing the available 

knowledge, as members of the set or its complement. 

Obviously rough sets, in contrast to precise sets, cannot be 

characterized in terms of information about their 

elements. With any rough set a pair of precise sets 

the lower and the upper approximation of the rough set is 

associated. The lower approximation consists of all 

objects which surely belong to the set and the upper 

approximation contains all objects which possible belong 

to the set. The difference between the upper and the lower 

approximation constitutes the boundary region of the 

rough set. Rough set approach to data analysis has many 

important advantages like provides efficient algorithms 

for finding hidden patterns in data, identifies relationships 

that would not be found using statistical methods, allows 

both qualitative and quantitative data, finds minimal sets 

of data (data reduction),  evaluates significance

easy to understand [7]. 

 

F. Fuzzy Logic 

Fuzzy logic is a multivalve logic different from "crisp 

logic", where binary sets have two valued logic. Fuzzy 

logic variables have truth value in the range between 0 

and 1. Fuzzy logic is a superset of conventional Boolean 

logic that has been extended to 

partial truth. A membership function (MF) is a curve that 

defines how each point in the input space is mapped to a 

membership value (or degree of membership) between 0 

and 1. Fuzzy Logic consists of Type 1 and Type 2 fuzzy 

logic. Type 1 fuzzy contains the constant values. A Type

2 Fuzzy Logic is an extension of Type 1 Fuzzy Logic in 

which the fuzzy sets comes from Existing Type 1 Fuzzy. 

A type-2 fuzzy set contains the grades of membership that 

are themselves fuzzy. A Type-2 membership 

any subset in the primary membership. For each primary 

membership there exists a secondary membership that 

defines the possibilities for the primary membership. 

Type-1 Fuzzy Logic is unable to handle rule uncertainties.  

Type-2 Fuzzy Logic can handle rule uncertainties 

effectively and efficiently [8]. Type 2 Fuzzy sets are again 

characterized by IF–THEN rules [9

computationally intensive because type reduction is very 

intensive. Type-2 fuzzy is used for modeling uncertainty 

and imprecision in a better way. The type

called as “fuzzy fuzzy” sets where the fuzzy degree of 

membership is fuzzy itself that results from Type 1 Fuzzy 

[10]. 

 

Clustering: A "clustering" is essentially a set of such 

clusters, usually containing all objects in the data set. 
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Additionally, it may specify the relationship of the 

clusters to each other, for example a hierarchy of clusters 

embedded in each other. Data Clustering is one of the 

challenging mining techniques exploited in the knowled

discovery process. Clustering huge amounts of data is a 

difficult task since the goal is to find a suitable partition in 

a unsupervised way (i.e. without any prior knowledge) 

trying to maximize the similarity of objects belonging to 

the same cluster and minimizing the similarity among 

objects in different clusters. Many different clustering 

techniques have been defined in order to solve the 

problem from different perspective, i.e. partition based 

clustering, density based clustering, hierarchical methods

and grid-based methods etc. In this paper we represent a 

survey of recent clustering approaches for data mining 

research.   

 

III. Clustering Technique 

 

A. Connectivity based clustering (hierarchical 

clustering) 

Connectivity based clustering, also known as 

clustering, is based on the core idea of objects being more 

related to nearby objects than to objects farther away. As 

such, these algorithms connect "objects" to form 

"clusters" based on their distance. A cluster can be 

described largely by the maximum distance needed to 

connect parts of the cluster. At different distances, 

different clusters will form, which can be represented 

using a dendrogram, which explains where the common 

name "hierarchical clustering" comes from: these 

algorithms do not provide a single partitioning of the data 

set, but instead provide an extensive hierarchy of clusters 

that merge with each other at certain distances. In a 

dendrogram, the y-axis marks the distance at which the 

clusters merge, while the objects are place

axis such that the clusters don't mix. 

 

While these methods are fairly easy to understand, the 

results are not always easy to use, as they will not produce 

a unique partitioning of the data set, but a hierarchy the 

user still needs to choose appropriate clusters from. The 

methods are not very robust towards outliers, which will 

either show up as additional clusters or even cause other 

clusters to merge (known as "chaining phenomenon", in 

particular with single-linkage clustering). In the data 

mining community these methods are recognized as a 

theoretical foundation of cluster analysis, but often 

considered obsolete. They did however provide 

inspiration for many later methods such as density based 

clustering [11] and [14]. 

 

B. Centroid-based clustering 

In centroid-based clustering, clusters are represented by a 

central vector, which may not necessarily be a member of 

the data set. When the number of clusters is fixed to k, k

means clustering gives a formal definition as an 

optimization problem: find the k cluster centers and assign 
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While these methods are fairly easy to understand, the 

results are not always easy to use, as they will not produce 

a unique partitioning of the data set, but a hierarchy the 

ppropriate clusters from. The 

methods are not very robust towards outliers, which will 

either show up as additional clusters or even cause other 

clusters to merge (known as "chaining phenomenon", in 

linkage clustering). In the data 

ining community these methods are recognized as a 

theoretical foundation of cluster analysis, but often 

considered obsolete. They did however provide 

h as density based 

based clustering, clusters are represented by a 

central vector, which may not necessarily be a member of 

the data set. When the number of clusters is fixed to k, k-

means clustering gives a formal definition as an 

he k cluster centers and assign 

the objects to the nearest cluster center, such that the 

squared distances from the cluster are minimized.

 

The optimization problem itself is known to be NP

and thus the common approach is to search only for 

approximate solutions. A particularly well known 

approximate method is Lloyd's algorithm, often actually 

referred to as "k-means algorithm". It does however only 

find a local optimum, and is commonly run multiple times 

with different random initializations. Variati

means often include such optimizations as choosing the 

best of multiple runs, but also restricting the centroids to 

members of the data set (k-medoids), choosing medians 

(k- medians clustering), choosing the initial 

randomly (K-means++) or allowing a fuzzy cluster 

assignment. 

 

Most k-means-type algorithms require the number of 

clusters k to be specified in advance, which is considered 

to be one of the biggest drawbacks of these algorithms. 

Furthermore, the algorithms prefer clusters of 

approximately similar size, as they will always assign an 

object to the nearest centroid. This often leads to 

incorrectly cut borders in between of clusters (which is 

not surprising, as the algorithm optimized cluster 

not cluster borders). 

 

K-means has a number of interesting theoretical 

properties. On one hand, it partitions the data space into a 

structure known as Voronoi diagram. On the other hand, it 

is conceptually close to nearest neighbour

and as such popular in machine learnin

 

C. Distribution-based clustering

The clustering model most closely related to statistics is 

based on distribution models. Clusters can then easily be 

defined as objects belonging most likely to the same 

distribution. A nice property of this a

closely resembles the way artificial data sets are 

generated: by sampling random objects from a 

distribution. Distribution-based clustering is a 

semantically strong method, as it not only provides you 

with clusters, but also produces complex models for the 

clusters that can also capture correlation and dependence 

of attributes. However, using these algorithms puts an 

extra burden on the user: to choose appropriate data 

models to optimize, and for many real data sets, there may 

be no mathematical model available the algorithm is able 

to optimize (e.g. assuming Gaussian distributions is a 

rather strong assumption on the data) [13] and [16

 

D. Density-based clustering 

In density-based clustering, clusters are defined as areas 

of higher density than the remainder of the data set. 

Objects in these sparse areas - that are required to separate 

clusters - are usually considered to be noise and border 

points. The most popular density based clustering method 

is DBSCAN. In contrast to many newer metho

features a well-defined cluster model called "density reach 
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closely resembles the way artificial data sets are 
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of attributes. However, using these algorithms puts an 
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is DBSCAN. In contrast to many newer methods, it 

defined cluster model called "density reach 
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ability". Similar to linkage based clustering; it is based on 

connecting points within certain distance thresholds. 

However, it only connects points that satisfy a density 

criterion, in the original variant defined as a minimum 

number of other objects within this radius. A cluster 

consists of all density-connected objects (which can form 

a cluster of an arbitrary shape, in contrast to many other 

methods) plus all objects that are within thes

range. Another interesting property of DBSCAN is that its 

complexity is fairly low - it requires a linear number of 

range queries on the database - and that it will discover 

essentially the same results (it is deterministic for core and 

noise points, but not for border points) in each run, 

therefore there is no need to run it multiple times. 

OPTICS is a generalization of DBSCAN that removes the 

need to choose an appropriate value for the range 

parameter , and produces a hierarchical result related

that of linkage clustering. Density-Link

combines ideas from single-linkage clustering and 

OPTICS, eliminating the  parameter entirely and offering 

performance improvements over OPTICS by using a tree 

index 

IV. CONCLUSION

 

Clustering is one of the most essential steps in data 

mining. It is the process of grouping data items based on 

similarity between elements in a cluster and dissimilarities 

between clusters. In this paper we have provided an 

overview of the broad classification of clustering 

algorithms such as partitioning, hierarchical, density 

based and grid based methods.  Under partitioning 

methods, we have discussed k-means, and its variant k

medoids. Under hierarchical, we have discussed the two 

approaches which are the top-down approach 

bottom-up approach. We have also discussed the 

DBSCAN and OPTICS algorithms under the density 

based methods. Finally we have discussed the STING and 

CLIQUE algorithms under the grid based methods.  It is 

to be noted that rapid changes in computer s

necessitate changes in clustering algorithms built upon the 

existing methods such as the ones discussed here.
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ability". Similar to linkage based clustering; it is based on 

connecting points within certain distance thresholds. 

However, it only connects points that satisfy a density 

original variant defined as a minimum 

number of other objects within this radius. A cluster 

connected objects (which can form 

a cluster of an arbitrary shape, in contrast to many other 

methods) plus all objects that are within these objects 

range. Another interesting property of DBSCAN is that its 

it requires a linear number of 

and that it will discover 

essentially the same results (it is deterministic for core and 

nts, but not for border points) in each run, 

therefore there is no need to run it multiple times. 

OPTICS is a generalization of DBSCAN that removes the 

need to choose an appropriate value for the range 

a hierarchical result related to 

Link-Clustering 

linkage clustering and 

OPTICS, eliminating the  parameter entirely and offering 

performance improvements over OPTICS by using a tree 

CONCLUSION 

the most essential steps in data 

mining. It is the process of grouping data items based on 

similarity between elements in a cluster and dissimilarities 

between clusters. In this paper we have provided an 

overview of the broad classification of clustering 

lgorithms such as partitioning, hierarchical, density 

based and grid based methods.  Under partitioning 

means, and its variant k-

medoids. Under hierarchical, we have discussed the two 

down approach and the 

up approach. We have also discussed the 

DBSCAN and OPTICS algorithms under the density 

based methods. Finally we have discussed the STING and 

CLIQUE algorithms under the grid based methods.  It is 

to be noted that rapid changes in computer science will 

necessitate changes in clustering algorithms built upon the 

existing methods such as the ones discussed here. 
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