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Abstract—Cloud computing system provides a lot of convenient computational and data storage services to the users. Data
transfer to the cloud environment is convenient. The cloud computing system generates a large amount of private data on the
main cloud. Then, the need of data recovery services are increasing day-by-day and require development of efficient data
recovery technique. The aim of the data recovery technique is to collect the information from the backup server, when the
server lost the data and unable to provide the data to the user. Various techniques are proposed for efficient recovery of data.
This paper focuses on the comprehensive review of the data recovery approaches, issues in data recovery, failures in cloud
storage, key factors and their role in data recovery and existing data security technologies in the cloud. The main objective of
the review paper is to summarize the prevailing data recovery techniques in the cloud computing domain.
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l. INTRODUCTION

Cloud computing provides dynamic and scalable
virtualization resources and services to the users in a pay-
per-use basis through Internet. The characteristics of the
cloud computing environment include integrated server
clusters, on-demand services, network dependency, resource
virtualization, centralized computing and shared server with
multi-tenancy based on the definition and service models.
Cloud storage is a new concept extended from the domain of
cloud computing system [1]. The cloud storage is a network
equipment, storage device, servers, applications, public
access interfaces and client software. A large number of
storage devices are configured in the cloud computing
system while storing and managing a huge amount of data.
Cloud storage stores the local data in the online storage space
provided by the Storage Service Provider (SSP) through
network. Users do not need to construct their own data
centres. The cloud storage avoids the duplication of storage
platforms and saves the software and hardware infrastructure
cost. To provide data storage services, the cloud storage
facilitates collaboration between different types of storage
devices. Compared to the traditional storage methods, the
cloud storage poses new challenges in data security,
reliability and management. The cloud storage uses the

© 2018, IJCSE All Rights Reserved

application software for the collaboration of different storage
devices and provision of data storage functions. To ensure
data security and business continuity, there is a need to build
the data backup systems and recovery systems. All the
devices are completely transparent to the user in the cloud
storage system. Any authorized user can connect with cloud
storage through a cable and access data on the cloud storage
in any location [2].

With the rapid progress of the information society and
increase in the number of global operations, a huge business
data has become the core of global business connections and
data storage security becomes particularly important. When
the data that is not used temporarily but significant, it will be
stored in the cloud storage. The cloud stores the user data
using distributed file system with a large number of disks.
The users have to face the issues such as unreliable data
storage, disclosure of personal privacy and exposure to
security threats. Thus, there arises the need for developing
physical, logical, and personnel access control policies. Data
security issues arise in the cloud storage due to the lack of
authentication, audit control, feeble encryption algorithms
and cryptographic keys, risk of association, unreliable data
center and lack of disaster recovery [3]. The data protection,
integrity, confidentiality, data breaches and data recovery
approaches are applied for addressing these issues [4].
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Various solutions are proposed for the data privacy and
network attacks [5-9]. With the increase in the growth of
data, there is a vital need to ensure the prevention of data
loss.

Sarang and Bunkar [10] presented a survey about the service
models and privacy issues in the cloud computing
environment. The challenges and opportunities in the cloud
environment are also identified. Kadam and Kumbhkar [11]
provided a brief introduction of the types and security issues
to secure the data in the cloud environment. The simulation
of the Distributed Denial of Service (DDoS) attack using the
MATLAB software is done to find the quantitative measure
of its effect on the victim [12].

This paper mainly focuses on the related data recovery
approaches that ensure continuation of services even during
the loss of data. The data backup and recovery protocols and
the technology of isolating stored data and copies need to be
studied. In this paper, we focus on the failures in cloud
storage, factors on data recovery and present a survey of
existing solutions for data recovery.

The paper is organized as: Section Il describes a brief
overview of the current data recovery techniques and the
factors in data recovery are mentioned in Section Ill. The
issues in data recovery are mentioned in Section IV. Section
V states the failures in cloud storage. The conclusion of the
review is discussed in Section VI.

Il. LITERATURE REVIEW

A. Seed Block Algorithm (SBA)

SBA [13-17] provides the backup and recovery process using
the Exclusive OR (XOR) operation. The cloud architecture
comprises main cloud, clients and remote server. Here, a
random number and unique client ID are set in the main
cloud and client, respectively. While storing the client ID,
XOR operation is performed on the client ID and random
number to create a seed block for that particular client. The
generated seed block is stored at the remote cloud server.
The client creates a file for the first time and stores the file at
the main cloud. XOR operation is performed at the main file
with the seed block and stored at the remote cloud server,
when the file is stored in the main cloud server. If the file in
the main cloud is damaged or deleted erroneously, then the
user will obtain the original file by performing XOR of the
file with the seed block of the corresponding client to create
the original file and return the resulted file i.e. original file
back to the requested client.
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Initialization: Main cloud M., Remote Server Rg, clients C;,
Files a, and aj, seed block S;, random number ‘r’ and client
ID Client_Id;

Input: a, created by C;; r is generated at M,

Output: Recovered file a, after deletion of file at the main
cloud

Authenticated files could allow uploading, downloading and
perform self-modification of the files.

Step 1: Generate a random number int r = rand();

Step 2: Generate S; for each client and store the S; at the
remote cloud server

S; =1 @ Client_Id;

Step 3: If C;/Admin creates or modifies the files and stores
at the main cloud, then a; is created as

aa=a,0S

Step 4: Store a’ at the remote server

Step 5: If the server crashes the files deleted from the main
cloud, then EXOR is applied to retrieve the original file as
a=a@S;

Step 6: Return the file a; to the client

Step 7: End

SBA Algorithm
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B. Parity cloud service (PCS)

Song et al. [18] devised a novel data recovery framework for
the cloud environment. It generates virtual disk belonging to
the Virtual Disk Parity Group (VDPG) for the private
backup, creates a parity group through the virtual disks, and
stores the parity data in the storage. The proposed framework
is simple and does not consume more resources for privacy
protection. It does not require uploading of data to the server
for data recovery. The data loss rate is reduced by using the
collaboration-based data recovery algorithm [19].

When a data block is corrupted, the block can be recovered
using the parity block and encoded data blocks provided by
other nodes in the parity group. Figure.1 shows the process
for data block recovery in the PCS. Let us assume that the
data block ‘n’ in the node “i’, B! is corrupted. Then, the node
‘i’ sends a recovery request message containing the corrupted
block number to the PCS server. While receiving this
message, the PCS server identifies which VDPG the node
belongs to and reads the corresponding parity block B, across
all data blocks with the same block number in the virtual
disks. Then, a temporary random block ‘r’ is generated for
encoding data blocks in other nodes than the node ‘i’. The
PCS server generates a temporary parity block B. as follows
b= {Pn @ rif|VDPG| is even )
TR, Otherwise

The PCS server sends the temporary parity block along with
the list of nodes in the parity group to the node ‘i’ for data
recovery. While receiving the list, the node ‘i’ waits for the
encoded data blocks from other nodes in the list. Then, the
PCS server sends a message containing r, n, and the IP
address of the node ‘i', to all nodes in the group other than
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the node i. If there are any offline nodes, the PCS server
sends the message when the nodes are online. While
receiving the message, each node generates own encoded
data block using the exclusive OR (XOR) on n with r. For
example, the node °j° generates encoded data block as

Ej=B, ®r.

Each node sends its encoded data block to ‘i’. Then, the node
‘1’ recovers the corrupted data block through the XOR of the
temporary parity block and all encoded data blocks received
from other nodes

B, =L ®E®.OE 1DE D .0 E\vppe| (2)

P. always makes ‘r’ even so that they can be cancelled in the
equation. It is noted that since node ‘i’ does not have ‘r’,
original data blocks of other nodes cannot be extracted from
the encoded data blocks. This enables privacy protected data
recovery in PCS. The entire virtual disk corruption can be
recovered through the iteration of the above data block
recovery process. The recovery process cannot be finished if
one or mode nodes in the parity group are not online at the
data recovery time. Hence, the process finishes as soon as the
last offline node becomes online.

C. Bloom filter

The bloom filter [20, 21] interacts well with erasure
correcting codes. Specifically, the error block is verified
when the bloom filter is used. The specific corrupted data
blocks are repaired using the recovery method. Initially, the
integrity verification is applied for finding the corrupted
block. Then, the corrupted block is repaired. The data
integrity is checked again after the data recovery to
determine whether the repair process is effective or not. The
data recovery is related to the integrity verification.

A Third Party Auditor (TPA) generates a repairing set of data
blocks G; = {b;ln; <i < ng} comprising ‘s’ corrupted
blocks. Then, the TPA outsources the data blocks G, and
MapReduce program for repairing the corrupted blocks and
updating the bloom filter and Dynamic Storage Table (DST)
to the CSP by Remote Procedure call (RPC). The CSP
executes the MapReduce programs and outputs the result to a
set G,. G, contains the updated value of the filter and DST.
After receiving G, from the CSP, TPA can easily determine
the integrity of data file by verifying whether each signature
satisfies the query in counting the filter. The users do not
have to check and recover the data files by themselves as the
data recovery is set to a periodical task. The integrity of the
data file is checked periodically to avoid loss from the false
positive in the bloom filter.

D. High Security Distribution and Rake Technology (HS-
DRT)

HS-DRT [22, 23] is an innovative backup concept used for
distributed data transfer and high-speed encryption. In the
backup sequence, the data is encrypted, divided into
fragmentations and duplicated to satisfy the data recovery
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rate according to the predetermined service level. The data
centre encrypts the fragments and distributes them to the
client nodes in a random way. It sends the metadata used for
decoding the series of encrypted fragments. The supervisory
server starts the data recovery sequence, during the
occurrence of disasters. The encrypted fragmentations are
collected from various clients, decrypted and descrambled in
the reverse order and decryption is completed. Though these
processes, the supervisory server can recover the original
data that should be backed-up.

There are some limitations in this HS-DRT model to act as
perfect backup and recovery solution. To completely utilize
the HS-DRT processor, the web applications are required to
be well adjusted to use the HS-DRT engine. When there is an
increase in the number of duplicated data file, the
performance of the process is degraded accordingly for
executing the web application.

E. Efficient Routing Grounded On Taxonomy(ERGOT)

ERGOT system [24-26] combined Semantic Overlay
Networks (SONs) and Distributed Hash Tables (DHTSs) for
the semantic-based service discovery in the distributed
infrastructures such as data grids and clouds. The services are
advertised in the DHT based on their annotations to establish
a SON among the service providers. The semantic-based
service matchmaking is enabled using a new similarity
measure between the service requests and descriptions. The
ERGOT system recommended semantic-driven query
answering in DHT-based systems by creating a SON over a
DHT. The system achieved high search accuracy and
network traffic in different network scenarios. The DHT-
based systems perform exact-match searches with the
logarithmic performance bounds. However, this does not go
well with the semantic similarity search models.

F. Linux Box

Linux box [27-29] reduces the cost of the solution and
protects data from disaster. It facilitates the migration
between the service providers and affordable to all
consumers. This eliminates the dependency on the Internet
Service Provider (ISP) and associated backup cost. The
Linux box synchronizes up the data at the file level from the
CSP to the consumer. An application is incorporated on the
Linux box to perform backup of the cloud onto the local
drives.

The application will interface with the cloud on a secured
channel, check for the updates and synchronize the updates
with local storage. The data transmission will be secure and
encrypted. After a valid login, the application secures the
channel using [P Security and onboard encryption
techniques. Then, the application interacts with the
application stack at the CSP and does a previous complete
backup. During successive check, it backs up only the
incremental data to the local site. The main limitation is the
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wastage of the bandwidth during the backup of entire virtual
machine.

G. Cold and Hot Backup Service Replacement Strategy
(CBSRS and HBSRS)

In CBSRS [17, 30-34], the recovery process is triggered
during the detection of the service failures. In HBSRS, an
inspiring recovery strategy for service composition in the
dynamic network is applied. The service composition is
restored dynamically according to the data availability and
the current state of service composition before the
interruption of services. During the implementation of
service, the backup services always remain in the activated
state. Then, the first returned results of services will be
adopted to ensure the successful implementation of service
composition. While comparing HBSRS with the CBSRS, it
reduced service recovery time. However, because the backup
services and original services are executed simultaneously,
the recovery cost increases consequently.

H. Shared Backup Router Resources (SBRR)

SBRR [35-38] focuses on the significant cost reduction and
router failure scenario. It concerns Internet Protocol (IP)
logical connectivity that remains unchanged even after a
router failure. The most important factor is it provides the
network management system through the multi-layer
signalling. But, it concerns with the cost reduction concept.
The variations between the logical and physical
configurations may lead to some performance problem.
Furthermore, the direct effect of the service imposed
maximum outage requirements on the SBRR architecture.
However, it is unable to include optimization concept with
cost reduction.

I. Rent Out the Rented Resources

As the cloud services are expensive, a large number of
individuals are attracted towards the low-cost cloud services.
Rent out the Rented Resources [39, 40] aims to reduce the
cost of cloud services. It proposed a three phase model
including discovery, matchmaking and authentication for
cross cloud group. Remus provides extremely high fault
tolerance, so that the running system can continue execution
on an alternate physical host during the occurrence of failure
within only seconds of server downtime, while completely
preserving the active network connections. Keahey et al. [41]
introduced the sky computing concept based on the concept
of renting the resources to the clients in the form of cloud
services. This infrastructure is independent of any particular
CSP and can be instantiated dynamically. It is based on three
objectives
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" It minimizes the cloud infrastructure cost.
" It provides low cost cloud services by reducing the
infrastructure cost for the cloud vendors.
" It gives the monetary benefit with the large under-
utilized infrastructure to the established enterprises.
Table | shows the comparison between data backup and
recovery techniques along with the advantages and
drawbacks.

Table | Comparison between data backup and recovery techniques

Approach Advantages Disadvantages
SBA[13] e SBA algorithm | e With the increase in the
recovers the data data size, there is an
file without any data increase in the
loss. processing time.
e Low Central
Processing Time
(CPU) utilization
e Low cost
e High data privacy
PCS [18] e High reliability e High complexity
e High privacy
e Low cost
Bloom Filter e High data integrity | e High encoding and
[20] and security decoding time

HS-DRT [22] o lllegal data recovery | e
by  third party | e
interception
becomes almost
impossible and an
extremely safe data
backup system can
be  realized at
reasonable cost.
e High cipher code
strength and data
recovery rate.

High cost
High complexity

ERGOT e Obtains exact match | ¢ High time complexity
system [24] retrieval e High implementation
e High privacy complexity
Linux box e Simple process e High bandwidth
[27] e Low consumption
implementation cost | ¢ Low privacy
e Complete server backup
atatime

CBSRS and e Triggered only | e Cost increases with the

HBSRS [30] when the server increase in the data size
failure is detected.
SBRR [35] e Low cost e Inconsistencies between
o Works properly logical and physical
even if the router configurations may lead
fails to some performance
problem

e It is unable to include
optimization with the
cost reduction

Rent out the e Cost depends on the | e Implementation is
Rented utilization of cloud complex

Resources infrastructure e Resources must kept
[39] under special attention

due to rented concept
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I1l. FACTORS IN DATA RECOVERY

A Recovery Time Objective (RTO)

RTO is the maximum tolerable delay from the time when the
services are interrupted due to the server downtime to the
time when the services are resumed again. RTO is the most
important data recovery factor due to every second in
downtime of high service cost in the commercial field. It can
range from seconds to days according to the service types
[42], data recovery protocols [43-49], CSPs [50] and cloud
monitoring system [51]. The types of service decide the kind
of appropriate data protection for efficient maintenance and
lower operating cost of the cloud system. This is called as
service differentiation. It divides all services into higher and
lower class according to the Quality of Service (QoS). The
higher class involves key protection and lower class involves
general protection. The cost of different classes is
differentiated.

The protocols focus on the significant reduction in the time
and cost required for data recovery. These two factors cannot
be achieved simultaneously, as in the dual server cluster data
storage technology. Various studies evaluated the recovery
protocols to find the best protocol for reducing the recovery
time and cost. But, the RTO may vary in different time
models proposed by different CSPs. This causes little error in
the recovery protocols. Hence, there arises a need to establish
a standard model for data recovery.

The cloud monitoring system plays a significant part in the
data recovery. The recovery time includes time for detecting
the service failure and time for restoring the services. During
the occurrence of service failure, there is loss of data files for
the services. The backup server does not aware about the loss
and does not take any solution. This extends the server
downtime. The data recovery is completed quickly as fast as
the failure is detected. Heartbeat detection technology is the
common method applied for making the main server to send
a data message to other server as a periodical backup to
inform that the server still works normally. The backup
server proceeds to the data recovery operation, if the
heartbeat detection message is not received from the main
server. The cloud monitoring system should be aware of the
occurrence of risk before it causes the server downtime. It is
difficult to predict the natural disasters, the warning system
monitors the regular environmental changes of the servers,
human errors and running state of the machines. The warning
system will take solutions for the data recovery issues and
notify the backup server to be ready to carry on the
operations of the main server. This decreases the failure rate
of the main server.

B. Recovery Point Objective (RPO)

RPO is the maximum acceptable loss in the data storage
during the server failure. The server downtime occurs
suddenly without any indications. However, the data backup
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is done for a fixed time. When the server failure occurs at the
time when the new backup is just finished there will be no
data loss, as the lost data can be restored from the backup.
But, when the failure occurs before the commencement of
data backup period, the entire data in the period will be lost.
This is the worst scenario. A metastorage [47] is proposed
for dividing the big files into smaller ones, as smaller the size
of stored data, less time and cost are required for data
transfer. It provides accurate data recovery with an
appropriate backup time.

IV. ISSUES IN DATA RECOVERY

The main issues associated with data recovery are described
as follows

Data privacy: Different clients access the cloud using
different login credentials. They are freely permitted to
upload the private data on the cloud environment. There
arises a need to maintain the data privacy. The data owner
should only be able to access the private data.

Server relocation: During data recovery, the server is
relocated to the cloud environment for transferring the data
from the main server to another server. But, this new location
is unknown to the client. The clients obtain the data in the
similar way without any indication about the server
relocation, such that the location transparency of the
relocated server to the clients and third party, while data is
transferred to the remote server.

Data security: The client data is stored at a central data
repository with comprehensive security. This security
protocol should be followed in the remote repository. In the
remote data repository, the data should be completely
protected such that the unauthorized access of the remote
cloud either intentionally or unintentionally by third party or
any other client cannot be possible.

Reliability: The remote cloud should own the reliability
characteristics. In the cloud computing environment, the
main cloud stores the complete data. Each client is dependent
on the main cloud for data access. Thus, the data backup
plays a reliable role in the cloud. The server should be able to
provide data to the client instantaneously either from the
main cloud or remote server.

Cost effectiveness: The implementation, backup and
recovery cost of the remote server play a significant role for
creating the main cloud and correspondent remote cloud. The
cost for establishing the remote setup and implementing
should be low.

V. FAILURES IN CLOUD STORAGES

The failure in the cloud storage can occur at any time. On
June 2010, due to software vulnerability in a Cisco switch,
the data centre of Hosting.com had a downtime for a few
hours. On April 2011, Amazon reported that Elastic Block
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Store (EBS) volumes were out of working. As a result,
Amazon’s EC2 and RDS services went down for four days.
The failures are caused by the accident damage to the
applications, natural disaster, etc. Table Il shows the
classification of these failures.

Table 1l Classification of cloud storage failures

Reasons Descriptions Solutions
Human error Sudden human faults | ¢  Human works
in the daily with intelligent
operations on the error detection
storage systems system to
cause accidental complement their
server downtime. own  operations,

thereby reducing
the error rate.

. Strengthen
manual efforts on
the aspect of
operation  skills

training.
Natural Every storage system | The storage system
characteristics of the | has a Mean Time To | need maintenance
components in | Failure (MTTF), so | regularly and another
storage systems and | the system may have | back-up system will be
software an unexpected | running instead of the
vulnerability downtime. main system in
maintenance.
Bad operational | Each storage system | A monitoring system
conditions needs an appropriate | for running
environment environment factors is
conditions including | required. The

environment of main
system need to be
adjusted regularly and it
need other assistance
system to  maintain
appropriate running
environment, such as air
conditions, dust
remover and so on.

humidity,
temperature, altitude,
dust, etc. When any
of these environment
factors is out of
tolerable range, there
is a rise in the rate of
system failures.

The location of the
storage systems
suffers from natural
disaster such as
earthquake, Tsunami,

Natural disasters A parallel site that is
located far away from
the main site in distance
is needed. When the
main site is ruined, the
etc. The system will | backup site will be
be breakdown | running to compensate
instantly. The | for the  downtime
disasters are beyond | losses.

the system handle
range for human.

VI. CONCLUSION

In this paper, a detailed review of data recovery approaches
in the cloud computing domain along with the advantages
and disadvantages is presented. These data recovery
strategies provide best performances under various
circumstances within a short time span. SBA algorithm
recovers the data file without any data loss. With the increase
in the data size, there is an increase in the processing time.
Bloom filter yields high data security. But, it requires high
encoding and decoding cost. PCS is comparatively reliable,
maintain privacy of each resource and also incurs minimum

© 2018, IJCSE All Rights Reserved

Vol.6(5), May 2018, E-ISSN: 2347-2693

infrastructure cost. However, it is unable to control the
implementation complexities. HSDRT is an efficient
technique for the mobile client devices. It fails to manage the
low cost for the implementation of the recovery and also not
able to control the data duplication. ERGOT system is
completely based on the semantic analysis and unable to
focus on the time and implementation complexity. Linux
Box model uses very simple concept of data back-up and
recovery at a very low cost. However, data protection level in
this model is very low. SBBR focuses on the implementation
and reduction cost. But, it fails to concentrate on the
optimization concept and redundancy. With a new
virtualization concept, REN cloud also focuses on the low
cost infrastructure with the complex implementation and low
security level. The Cold and Hot back-up strategy performs
backup and recovery during failure detection. However, the
cost increases gradually with the increase in the data size. To
mitigate the existing issues, our future work focuses on the
data recovery through Forward Error Correction (FEC)
implemented on the cloud computing environment.
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