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Abstract— Now-a-days in any business field we are hearing about the word ‘competition’. So, by competitive analysis we can
analyze the competitors and can assess the strengths and weakness of a competitor. Competition is necessary in marketing to
know which companies are primary competitors and also know which company is competing with itself. So by this we make
our products, services and marketing stands out well in business. Competitiveness between two items can be defined based on
market segments that they can both cover. Competitiveness is evaluated in large review datasets and address the problem of
finding top-k competitors. For evaluating of competitiveness, it utilizes customer reviews which are abundantly available in
wide range of domains. There are so many efficient methods for addressing the problem of finding top-k competitors in terms

of scalability, accuracy.
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l. INTRODUCTION

Data mining is the popular area which facilitates for
improvement in business by mining user requirements and
user references to get information about products (or)
services and mine the competitors of a specific business.
From past decades of research has demonstrated the
importance of identifying competitors of an item (or) a
product. Mainly marketing and management community
have focused very much on identifying competitors. ltem
reviews from online provides the information about customer
opinions and from that we can get general idea about
competitors[13].

Our competitiveness paradigm is based on the following
observation that “competitiveness between two items is
based on whether they compete for attention and business of
same group of customers[1]“, for example a user is trying to
pick a restaurant for dinner and he has a limited budget and
only interested in continental food and also has idea of
location that should be nearer to beach. So, only those
restaurants that satisfy these criteria will compete for user’s
attention. On the otherhand, the restaurants which are not
having continental food and also very expensive are not
competitors for this particular user and they don’t have
chance to compete[6].

The fig. 1 illustrates competitiveness between four items[1]
A, B, C, D and these items are mapped to features that they
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are offering to the users. Three features are considered in this
example ij,k. G1l, G2, G3, G4 are different group of
customers and they are grouped based on their preferences.
For example the customers in G3 are only interested in j and
K. In this we can say that ‘B’ is competitive with items A, C,
D. Here ‘B’ is highly competitive with ‘A’ since it is
competing for 14 users with ‘A’ where as with ‘C’ it is
competing for ‘4’ users and with ‘D’ for 12 users. So, in this
market ‘B’ is highly competitive.
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Figure 1: Example for competitiveness model
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Il. LITERATURE REVIEW

The paper [3] developed an automatic system that discovers
companies which are in competition from public information
sources. In this the data is extracted and also uses
transformation learning techniques to get appropriate data
normalization which combines structured and unstructured
sources uses probabilistic models to represent the unlinked
data and succeeds in discovering competitors. The paper also
introduced iterative graph reconstruction process and also
used machine learning algorithms for finding competitors.
But this technique has a problem of finding market demands.

The paper[1],[6] presented a formal definition of
competitiveness between two items. In this authors have used
many domains and also handled the problems in pre vious
approaches. In this author consider the items are positioned
in multi-dimensional feature space and also considers the
opinions and preferences of users. However, this technique
has addressed the problem of finding top-k competitors of a
given items.

The paper [11] verifies that competing products are likely to
have similar web footprints a phenomenon that refers to
online isomorphism. In this they consider different types of
isomorphism between two firms such as overlap between the
in-link and out-link of respective websites. But the need for
isomorphism feature limits its applicability to products and
makes it unsuitable for items and domains where such
features are not available (or) extremely sparse.

The paper [2] has suggested the frameworks for manually
identifying of competitors. Due to large and newly emerging
of companies, it is time consuming for us to find competitors
manually.

The paper [4] accomplishes a task for mining competitors
with respect to an entity. Here entity refers to person, product
(or) a company. The paper proposed an algorithm called
“CoMiner” which first extracts the comparative items of
input entity and rank them according to comparability. But
CoMiner was developed for supporting a specific domain
and effort for further domains is still challenging.

The paper [5] proposes ranking methods for finding
competition information. In this they proposed effective
techniques for finding competitors.

The paper [10] proposes a graphical model for visualizing
and extracting relationships between products from the
customer reviews. With the interdependencies between the
products helps the business organization to discover risks and
marketing strategies.

The paper [12] proposes an extension of database by using

skyline. Because of skyline, dominated items can be found
out.
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I1l. PROBLEM STATEMENT

A.  Top-K Competitors Problem

It is the problem of finding top-k competitor of a given item.
This problem presents computational challenge especially in
presence of large datasets with hundreds (or) thousands of
items. This problem can be addressed by using an efficient
algorithm.

Let us consider a market with set of | items namely
i1,i0,03.0000eee. in . Each item in the set is have attributes
a1,82,83........ a, . In this we assume those attributes as
features of an item in the given set of items. The value of
each attribute is represented based on the features of an item,
since we have different types of features like binary,
categorical, ordinal and numeric features. Now we need to
select k items where K is a positive integer.

For selecting the top most items prior to that we need to find
the dominated items in the given set. An item can be
dominated by another item if it has a better value when we
compared the features of an item. For finding dominated
items we need to construct the skyline pyramid for entire set
of items 1. skyline filters out the set of interesting points from
a large dataset of points. By construction of skyline it
reduces the consideration of items.

IV. CONCLUSION

Data mining is very important in finding patterns, forecasting
and discovering the knowledge in different business
domains. For improving businesses, competitor information
is necessary to the user. So, competitor mining is one way for
analyzing competitors for selected items.
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