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Abstract—Searching is the most important process in an information retrieval from available large databases. Many times we 

search for a set of documents which is relevant to the given search document. Text mining helps us to mine the information 

from a given set of documents and it is most popular technique in Information retrieval.  In this research paper we have applied 

distinct distance measures for retrieval of most similar documents to the queried document from a set of given document. For 

obtaining optimality for required search, we have gone through pre-processing of documents, creating vector space model and 

used distance measure techniques. Precision and recall are the basic measures used in evaluating search strategies. We have 

presented five distance measure technique applied on hundred text documents from standard database 20NewsGroup and 

calculated Recall and precision rate for text documents retrieval. We have used MatLab 10a as a development tool for our 

experiment. 
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I.  INTRODUCTION  

An explosive growth of Knowledge in the form of textual 

documents in almost every area of digital era needs an 

extensive demand for new powerful tools to filter the text 

documents and extract required knowledge from it. After 

finishing a search the nagging question in every searcher's 

mind is: "Have I found the most relevant material or am I 

missing important items?”.Text mining is a research 

technology to discover useful knowledge from enormous 

collection of text documents and develop a system to provide 

this knowledge to support the user’s decision. The text miner 

program gathers the relevant textual documents together, 

mines the information and converts this unstructured data 

into structured database. Text mining is similar to data 

mining, except that data mining tools are designed to handle 

structured data from databases, but text mining can also work 

with unstructured or semi-structured data sets such as emails, 

text documents and HTML files etc. As a result, text mining 

is a best solution for discovering knowledge [1]
 
.
 
 

 

The Text mining task will become easier if the documents 

containing information on similar topic are grouped together 

into a single class.  

 

Automatically organizing text documents into meaningful 

clusters or groups is called Document Clustering
 
[2]. For this 

grouping, we need to measure the similarity among these 

documents.  The similarity between two objects might be 

calculated by comparing its attributes. For ex. Objects with 

green color can be grouped into a single class. Here we have 

considered color as an attribute. Documents can be grouped 

together by retrieving and matching their contents or key 

words which we further refer as features.  

  

In our experiment, we have attempted to retrieve most 

similar documents to the query document. In this research 

paper we have presented our experimental result using six 

different distance measures and applied Recall and Precision 

technique for calculating accuracy. To represent the research 

work, we have split it in six sections. The first section is an 

introduction. The second section explains the pre-processing 

steps for extracting features of document. The third section 

includes the details of recall and precision ratio for document 

retrieval. The algorithm for vector space model and distance 

measures is discussed in the fourth section. The results 

obtained in the experiment are discussed in fifth section. 

Finally the sixth section summarize conclusion. 

 

II. PRE-PROCESSING  

Form the standard database 20newsgroup, we have used 100 

documents. 20Newsgroup contains total 17 distinct folders 

which contain numbers of sample text documents, out of 

which we have used 100 documents, 50 from folder windows 

group and remaining 50 from folder religious. We have 
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chosen one document out of these 100 documents as a query 

document and find out recall and precision ratio.  

 

Preprocessing involves following steps
 
[3].  

1. Removal of Stop words: Initially we have removed all 

the stop words from the documents. We have assumed more 

than 320 Stop words. Stop words are grammatical words that 

do not have much more importance in the document. Stop 

words are for ex. ‘was’, ’the’, ’about’ etc [3].  This 

representation of documents is called “Bag of Words” 

method.  

2. Feature generation:  These 100 documents are converted 

in the form of vector space model (VSM). Each row 

indicates a document number while each column indicates 

unique words and their frequency in each document. In this 

way we have obtained a matrix of size 100 X 4432 and called 

it as c_table 

3. Feature Selection: Feature selection is performed by 

reducing size of VSM and this process is completed by 

applying two criteria as  

a) Keeping minimum length of each word at least three 

characters. 

b) The feature word must be occurred in at least two 

documents 

Feature selection causes reduction in size of VSM 

and we are able to reduce it up to 100 X 3162. This matrix is 

referred as c1_table. 

After these pre processing steps we have performed our 

experiment on this vector space model for calculating recall 

and precision ratio of a query document. 

III. RECALL AND PRECISION RATIO 

RECALL is the ratio of the number of relevant documents 

retrieved to the total number of relevant documents in the 

database. It is usually computed using following equation 

[4]. 

  

    

     

Number of Relevant Documents Retrieved
Recall

Number of Relevant Documents in Database
   -- (1) 

 

PRECISION is the ratio of the number of relevant 

documents retrieved to the total number of irrelevant and 

relevant documents retrieved. It is usually computed using 

following equation. 

 

Re RetrieveN d

Retrieved

umber of levant Documents
precision

Total Number of Documents
  -- (2) 

 

 

 

Distance Measures: 

In order to measure the similarity among the data-

items, a technique Distance metrics plays  very significant 

role. It is necessary to identify, in what manner the data are 

inter-related, how various data dissimilar or similar with each 

other and what measures are considered for their comparison. 

The main purpose of metric calculation is to obtain an 

appropriate distance similarity function. A metric function or 

distance function is a function which defines a distance 

between objects of a set.  

This distance metric technique also plays a very important 

role in clustering.[4]  Literature review pointed that there are 

different distance measures techniques available which can 

be used for computing inter relationship or similarity among 

different objects. 

In the present study, we have applied six different 

distance measure techniques namely Fuzzy c-means distance, 

Euclidian Distance, Cityblock, Minkowski, Cosine distance 

and correlation distance.  

i) Fuzzy c-means distance:  

In this module we measure the distance in fuzzy c-

means clustering. For this distance we have used distfcm 

function of MatLab. This function calculates the Euclidean 

distance between each row in CENTER and each row in 

DATA, and returns a distance matrix and the membership 

value of each row.  

ii)     Euclidian Distance:  

Euclidean distance is widely used in clustering problems, 

including clustering text. It is also the default distance 

measure used in the K-means algorithm.  

To measure the distance between two text 

documents, following expression is used. 

 

2

1

( )
m

xy ik jk

k

Dist W W


   

Here x & y are set of terms in documents and Wik and Wjk are 

weight terms. 

iii)   Minkowski Distance: [5] 

Minkowski Distance is the generalized metric distance.  

 
1/

1

p
d p

xy ik kj

k

Dist X X


 
  
 
  

Note that when p=2, the distance becomes the Euclidean 

distance 

iv)   CityBlock Distance: 

When the value of p is 1 in expression (4), it works 

as city block distance measure. 

v)    Cosine distance:
 
[6] 

When documents are represented as term vectors, 

the similarity of two documents corresponds to the 

correlation between the vectors. This is quantified as the 

cosine of the angle between vectors, which is nothing but the 

---  (3) 

--- (4) 
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cosine similarity. Cosine similarity is one of the most popular 

similarity measure applied to text documents which can be 

calculated with the expression 5. 

.
( , )

.

a b
a b

a b

t t
Sim t t

t t
  

Where ta and tb are m-dimensional vectors over the term set 

T = {t1, . . . , tm}. Each dimension represents a term with its 

weight in the document, which is non-negative. As a result, 

the cosine similarity is non-negative and bounded between 

[0,1]. 

 

vi)  Correlation distance: 

One minus the sample linear correlation between 

observations (treated as sequences of values) is known as 

Correlation distance. 

We have used ‘pdist2’ function in MatLab to 

calculate the above distances measures except FCM.  

IV. ALGORITHM FOR VSM & DISTANCE MEASURES 

For finding recall and precision values we have designed 

following algorithm. 

Recall_Precision(N,Q)  

//We have given N documents. Following algorithm 

builds a vector space model for these N Documents. Then it 

computes distance of query document Q from each of these 

N documents by applying different distance measures.// 

1. Remove stop-words from all 100 documents N=100 

2. Select feature words with character length > 2  // To 

obtain matrix known as c_table 

3. Remove columns with single non-zero entry to form 

c1_table also known as Vector Space Matrix.  

4. Select one document from these N documents as a query 

documents to search similar documents from document 

database. 

5. Subtract the frequency of all words of query document 

from all documents similar words frequency. 

6. Apply distance measures technique on Vector Space 

Matrix. 

7. Derive the threshold value by calculating median of 

distances in      step 6. 

8. Retrieve all those documents which have less distance 

than threshold. 

9. Calculate Precision and Recall by using equation (1) and 

(2). 

10. Stop. 

V. EXPERIMENT & RESULTS  

By pre-processing, removal of stop-words, feature 

generation and feature selection steps, we calculated a 

matrix in which rows represents the number of documents 

and columns represents the selected features. These features 

are the words which exist in minimum two documents.  By 

considering any one document from our database of 

hundred documents for searching its similarity with other 

documents, we calculate the distance measures by using all 

six methods and shown in table 1.1. The Graphs shows the 

distance of 100 different documents from threshold for each 

method 

 In this way we tried to reduce the semantic gap. 

 

Results for Recall and Precision Ratio 

DIST. MEASURE THRESHOLD RECALL PRECISION 

DISTFCM 34.65545 0.9 0.9 

SEUCLIDIAN 57.7487 0.88 0.88 

MINKOWSKI 34.65545 0.9 0.9 

CITYBLOCK 517.5 0.9 0.9 

COSINE 0.7912 0.76 0.76 

CORELATION 0.81775 0.76 0.76 

Table 1.1 

The figures 1-6 show graphs along with details of each 

distances result. Horizontal blue line shows threshold value. 

We have used median of data as a threshold. We have also 

applied mode and average values for obtaining threshold but 

do not found better results.  

 

i) Graphical representation of Distance Measure using 

FCM : 

 

 

 

 

 

 

 

 

Figure. 1 FCM Distance 
 

ii) Graphical representation of Distance Measure using 

Standard Euclidian Distance  

 

 

 

 
 

 

Figure. 2 Standard Euclidian Distance 

 --- (5) 
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iii) Graphical representation of Distance Measure using 

CityBlock : 

 

 
Figure. 3 City Block Distance 

iv) Graphical representation of Distance Measure using 

Minkowski : 

Figure. 4 Minkowski Distance 

 

v) Graphical representation of Distance Measure using 

Cosine Distance : 

Figure. 5 Cosine Distance 

 

vi) Graphical representation of Distance Measure using 

Correlation Distance: 

 Figure. 6 Correlation Distance 

Results: 

The devised results of experiment shows that three methods 

distfcm, cityblock and Minkowski distances are best for 

recall and precision ratio of document retrieval as compare to 

the remaining methods standard Euclidean, cosine and 

correlation distances.   

 

We found 0.9 as a precision-recall value for distfcm, 

cityblock and Minkowski distances, and which is the best as 

compare to remaining three methods. The table and graph 

shows 0.88 for standard Euclidean (seuclidian). If we see the 

distance measure values for cosine and correlation distances, 

which is 0.76 for both methods, that is this value is not better 

as compared to above distances. 

VI. CONCLUSION 

In the present study, we attempt to reduce the semantic gap 

to retrieve similar documents. The experimental result shown 

that out of six distance methods, The result of FCM, 

CITYYYBLOCK AND MINKOWSKI is 0.9 for both 

precision and recall rate. This is the optimum result for 

experiment. Standard Euclidean distance shows the precision 

and recall rate of 0.88. COSINE and CORRELATION shows 

the result 0.76 which is lower success rate as compare to 

previous results.  
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