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Abstract— In automatic gate entry system security of vehicle numbers stored in the computer system is a crucial issue because
in some parking areas only few important vehicles are permitted. The numbers of permitted vehicles are stored in computer
systems. Cryptography based security systems are used to secure these numbers, but in modern environment this type of secure
data can also be hacked and altered by the unauthorized users. In order to solve these vulnerable problems, in this paper, we try
to create a security mechanism by using Artificial Neural Network (ANN) to protect the data stored on a computer device
against unauthorized access. In place of saving vehicle numbers in actual form or in form of alphanumeric data into a text file,
we store them in the form of network parameters and these parameters are generated by the back propagation algorithm of
ANN using neural network toolbox of MATLAB. This type of security approach is the newest form of cryptography and also

cracking of these types of parameters is not possible till today.
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l. INTRODUCTION

The security of information is the one of the biggest problem
in the modern computer systems. In automatic gate entry
systems all the information related to the vehicles which are
allowed to enter the buildings or the V.I.P. entries are stored
in the computer systems. So it is the prime task to secure that
file in which these vehicle numbers are stored because if they
were hacked then the hackers can get information about these
V.1.P. entries. To secure that type of files from unauthorized
access the encryption techniques are used.

Encryption is the process of converting data into some other
forms to make it sniffing-proof. Here we present an
encryption system using back propagation algorithm of
artificial neural network. In place of saving vehicle numbers
into the computer system we save them in the form of weights
and these weights are created during the learning process of
artificial neural network. In an artificial neural network
whenever we try to train the network with some input and
target values some random weights are generated by the
network. If some unauthorized users will hack these weights
he will not be able to generate the original data from these
weights. [1] This type of technique can be used in saving
private keys used to secure messages during vehicular
communication.

1.1 Artificial Neural Network
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Acrtificial neural network (ANN) is based on the neurons,
which in turn called the processing units of the network.
These neurons communicate with each other through signals
and the connections between neurons have some weights
associated with them. There are basically three types of
neural network architectures, in our research, we used multi-
layer feed forward network using back propagation model.
Here, the input layer contains 10 neurons with 2 hidden
layers. Each neuron is related to the first character of the
vehicle number. So we trained our network with 9 vehicle
numbers and each vehicle number contains 10 characters and
each character is converted into 8-bit pattern. So each number
is converted into 80 bit pattern. The input and output values

of the network are represented as |i and Oy for ith neurons in
the input layer and kth neuron in the output layer respectively.

(2]

Section- | contains the introduction part, which involves brief
description of the problem and the cryptography approach
with ANN. Section- Il contains the simulation process that we
are going to use in our design. Section- Ill contains whole
experimental setup of our problem solution with input, output
patterns and algorithm. Section- IV contains the results and
observations from the experiment and the last Section- V
concludes the whole result.
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Il.  THE PROPOSED SIMULATION

The basic network architecture is a multi-layer feed forward
network, based on model of Back Propagation. The neurons
of one layer are fully connected with the neurons of another
layer and the input patterns of each unit are the sum of output
patterns of the previous layer multiplied by weight matrix.

Fig.1 shows this type of network architecture. The network
must be trained the known set of input and expected output
values. After training we get network parameters like network
output and error values and also we get weight matrix. These
weight values are produced during the training process by
reducing the error values through back propagation model
and this is the basic idea behind our experiment.

Input Layer
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Fig. 1 Architecture of Multi-Layer feed forward Neural Network [3]
I11. EXPERIMENTAL DESIGN

The experiment has training model Back Propagation
Network, which is a supervised learning model containing
three layers: Input layer, Hidden layer and Output layer.
Vehicle numbers are used as the training patterns. The
network has one input layer having 10 neurons with two
hidden layers having 30 neurons, each , there is one output
layer having 10 neurons corresponding to 10 neurons in the
input layer and in this network model each node of input and
output layer represents 9 columns each contains 8 bits pattern.
Table | shows the vehicle numbers used in our research. Each
vehicle number consists of 10 alphanumeric characters and
each character is changed into 8-bit binary number. Table-1
also shows the training patterns. Minimum error exists in the
network is 0.001 and the initial weights are between 0 and 1.

Table-1 Set of Input and Target Values Used in the Network

Training Patterns

Vehicle Input Patterns Output Patterns

Numbers

HR12DE1433  01001101-01001000-00110001-00110010- 01001101-01001000-00110001-00110010-
01000100-01000101-00110001-00110100- 01000100-01000101-00110001-00110100-
00110011-00110011 00110011-00110011

HR 01AB1234 01001101-01001000-00110000-00110001- 01001101-01001000-00110000-00110001-
01000001-01000010-00110001-00110010- 01000001-01000010-00110001-00110010-
00110011-00110100 00110011-00110100

HR4CAF4943  01000100-01001100-00110100-01000011- 01000100-01001100-00110100-01000011-
01000001-01000110-00110100-00111001- 01000001-01000110-00110100-00111001-
00110100-00110011 00110100-00110011

HR02AC5566  01001101-01001000-00110000-00110010- 01001101-01001000-00110000-00110010-
01000001-01000011-00110101-00110101- 01000001-01000011-00110101-00110101-
00110110-00110110 00110110-00110110

HR11AD4242  01001011-01001100-00110001-00110001- 01001011-01001100-00110001-00110001-
01000001-01000100-00110100-00110010- 01000001-01000100-00110100-00110010-
00110100-00110010 00110100-00110010

HRO1AE8017  01001011-01001100-00110001-00110001- 01001011-01001100-00110001-00110001-
01000001-01000100-00110100-00110010- 01000001-01000100-00110100-00110010-
00110100-00110010 00110100-00110010

HR26CH8421  01001101-01001000-00110000-00110001- 01001101-01001000-00110000-00110001-
01000001-01000101-00111000-00110000- 01000001-01000101-00111000-00110000-
00110001-00110111 00110001-00110111

HR11CK0001 01000100-01001100-00110001-001100010- 01000100-01001100-00110001-001100010-

1000011-01001011-00110000-00110000-
00110000-00110001

1000011-01001011-00110000-00110000-
00110000-00110001
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HR99BJ6662  01001000-01010010-00111001-001110010- 01001000-01010010-00111001-001110010-
1000010-01001010-00110110-00110110- 1000010-01001010-00110110-00110110-
00110110-00110010 00110110-00110010
3.1 Basic algorithm followed in our experiment is as using Gradient Descent method. Weights were adjusted so
follows: that the sample input pattern converges to the desired

Stepl: First read the vehicle numbers from the file.
Step2: Convert that vehicle number into binary form.
Step 3: Initialize these vehicle numbers as Input and target
values in the feed forward neural network, also initialize
some random weights between 0 and 1.
Step 4: For i=1, 2, ----- n
Set activation of input unit I;
Step 5: For j=1, 2, ------ p
n

Hin; = 2o; + Z i z;
i=1
2

H =
T A +exp (—2 * Hin, ))
Step 6: k=1, 2, -------- m

-1

p
0_ing = Yo + Z H; yjk
Jj=1
O = O_in

IV. RESULTS AND OBSERVATIONS

The cryptographic keys are used to make the file more
secure. The same key must be used to decrypt the data.
This means that we have to either memorize the key or
store it somewhere. For this we first processed the input
pattern set and inserted the input pattern set in the network
and trained the network using Back Propagation model.
Then, calculated the activation values and output values

output pattern. At last weights were updated and recorded.
The recorded weights are now used in place of the original
data. The original file is now deleted from computer
memory because original data are now memorized in the
network and the weights obtained from the network are
stored in place of that file.
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Fig. 2 Graph of Network Performance during Process of
Memorizing Pattern

Table- 2 Memorized Vehicle numbers and Unknown Vehicle numbers

Input Output
HRO2AC  01001101-01001000-00110000- 1001098.1932-1001048.8944-109997.6991-
5561 00110010-01000001-01000011-

00110101-00110101-00110110-00110111  110020.6425-1000000.8044-1000014.2225-

(Unknown Data)

109838.9269-142565.0404-110110.4985-
110110.7994

HR02AC  01001101-01001000-00110000-
5566 00110010-01000001-01000011-

Test Cases

(Known Data)

01001101-01001000-00110000-00110010-
01000001-01000011-00110101-00110101-

00110101-00110101-00110110-00110110 00110110-00110110

Here in Table —2 we have seen that if we enter any test case
from the given input set of vehicle number, then the output
of the network will remain the same because the network is
now remembered the vehicle number, but if we enter any
new vehicle number then the output will not remain same.
Fig.2 shows the graph of performance obtained during

© 2017, IJCSE All Rights Reserved
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V. CONCLUSION

Network parameters are generated during the learning
process. Now the actual file containing vehicle numbers is
replaced by these parameters and then actual file is deleted.
After this process, we can get a more secured set of data. So
artificial neural network is a powerful tool with the help of
which we can easily perform these types of cryptographic
activities to make stored data more secure. The weights are
still stored in the system, but still they will not leak any type
of information to the unauthorized users. Better results can
be obtained by using more algorithms of neural networks and
also this type of cryptographic techniques can be used in
many other fields like securing digital signatures and the
private keys used for encryption and decryption of messages
in various mechanisms.
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