
 

  © 2017, IJCSE All Rights Reserved                                                                                                                                        146 

International Journal of Computer Sciences and Engineering    Open Access 

Review Paper                                               Volume-5, Issue-10                                          E-ISSN: 2347-2693 

                 

A Comparative Review of Various Approaches for Skin Cancer Detection 

 
R. Maurya

1*
, A. Singh

2
, V. Srivastava 

3
, R. Yadav

4
  

 
1* 

Computer Science and Engineering, Shri Ramswaroop Memorial University, Barabanki, India  
2 
Computer Science and Engineering, Shri Ramswaroop Memorial University, Barabanki, India 

3 
Computer Science and Engineering, Shri Ramswaroop Memorial University, Barabanki, India 

4
Computer Science and Engineering, Shri Ramswaroop Memorial University, Barabanki, India 

 
*Corresponding Author: maurya123ritesh47@gmail.com,   Tel.: +91-7379255085 

 

Available online at: www.ijcseonline.org  

Received: 19/Sep/2017, Revised: 02/Oct/2017, Accepted: 20/Oct/2017, Published: 30/Oct/2017 

Abstract— Classification of skin cancer gives the best chance of being diagnosed early. Biopsy method for skin cancer 

detection is much painful. Human interpretation contains difficulty and subjectivity therefore automated analysis of skin cancer 

affected images has become important. This paper proposes an automatic medical image classification method to classify two 

major type skin cancers: Melanoma and Non-melanoma. In this paper, we have used the color and texture features in 

combination which give better results than using color or gray level information alone. We have used k-means clustering 

algorithm to segment the lesion. The features are extracted by four different color-texture feature extractors from the 

segmented images. DullRazor technique is used to eliminate surrounding hairs. Classification accuracy of our proposed system 

is evaluated on four different types of classifiers and their values are compared with one another. The results of the proposed 

system are computed on five different classification rates in order to perform better analysis of our proposed system. SVM 

outperforms among all other classifiers with accuracy of 76.69%. 

 

Keywords—Grey Level Co-occurrence Matrices,  Support Vector Ma-chine, Local Binary Patterns, Texture features, color 

percentiles, K-means clustering, Cooccurence Matrix, Color Features, Integrative Cooccurence Matrix, Gabor Features, Linear 

Classifier, NN Classifiers, NMC Classifiers, Cross-validation. 

I.  INTRODUCTION  

Skin Cancer incidence is increasing at 3.1% per year [1]. 

Skin cancer spread over the body with the help of lymphatic 

and blood vessels. Thus, early detection of skin cancer is 

very important for proper diagnosis of the disease. 

 

Melanoma and Non-Melanoma are two major categories 

of skin cancers. Malignant melanoma is of several sub-types. 

Basal cell carcinoma and Squamous-cell carcinomas are two 

main types of non-melanoma skin cancers. 

Each type of skin cancers has different characteristics from 

other skin cancers. 

 

In clinical detection of skin cancer diagnosis, 

dermatologist uses a visual inspection. Clinical diagnostic 

performance is very poor in comparison to dermoscopy and 

automatic diagno-sis. Dermoscopy is a non-invasive 

diagnostic technique. It uses clinical dermatology and 

dermatopathology in combination to inspect the 

morphological features which is not possible in clinical 

detection. Dermoscopy increases the performance of 

diagnosis with 10-30% compared to unaided eye [2]. To 

differentiate skin cancer images needs much more experience 

with dermoscopy technique. Less experienced clinicians use 

ABCD-E rule [3] to improve the diagnostic performance [3]. 

 

Automatic image processing of skin cancer gives better 

results by providing the exact information about lesion, 

which can be useful for the clinician to detect and classify 

skin automatic skin cancer detection has four main stages: 

(1) Preprocessing (2) Segmentation of lesion (3) Feature 

extraction and feature selection (4) Lesion classification. 

 

Preprocessing is used to remove the difficulties of 

segmentation process that may occur due to presence of hairs 

on skin. DullRazor technique is used to remove hairs from 

images. 

 

Segmentation is an important process in image processing 

applications and computer vision because doctors are always 

interested in meaningful regions of the dermoscopic image. 

Segmentation divides an image into a number of separate 

regions. Pixels, in each region have high similarity such as 

color, intensity, and texture. Many Researchers use only 

gray-level for image segmentation [23]. But, in our proposed 

system, we use color information of the image for lesion 

segmentation. 
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In general, we convert the color image in gray-level image 

therefore color information does not use. There is a wide 

variety of segmentation methods used in dermoscopy images 

[4]. Recent advancements include thresholding [5, 6], k-

means clustering [7], fuzzy c-means clustering [8, 9], 

density-based clustering [10], mean shift clustering [11], 

gradient vector flow snakes [12, 13, 14], color quantization 

followed by spatial segmentation [15], statistical region 

merging [16], watershed transformation [17], dynamic 

programming [18, 19], and supervised learning [20, 21]. 

Clustering is an unsupervised learning technique, where one 

can give the number of clusters in advance to classify pixels 

[22]. A similarity measure is defined between pixels and 

similar pixels are then grouped into a cluster. We use k-

means clustering for segmentation of color images. 

 

It is very hard to differentiate skin cancer visually. 

Identification and extraction of most effective features from 

cancer affected lesion is very important. Each class of skin 

cancer has some different features than others. We use these 

different features for classification. Feature extraction 

extracts useful features or properties from segmented images. 

These extracted features easily classify the classes of skin 

cancer. 

 

Color features are mainly statistical parameters. These are 

calculated from inter and intra-channel of an image, like 

average value and standard deviation of the RGB [24, 25, 26, 

27, 28] or HSV color channels [29]. Here, we use ”Local 

Binary Patterns + Color percentiles”, ”Integrative co-

occurrence matrices”, ”Gray level co-occurrence matrices + 

color percentiles”, ”Gabor features + Chromatic features”, 

”Gabor Features”, ”Opponent Color LBP”, ”Color Ranklets” 

[30]. These methods are based on texture and disjoint color 

analysis. Textural features are extracted from images by 

converting into gray-level and color features are computed 

with the help of three color component of an image. Textural 

and color features are concatenated into the same feature 

vector to improve the classification accuracy. 

The main aim of feature selection is to select the 

maximum number of features to achieve high performance in 

cancer classification [31]. Feature selection is important 

when anyone works on gray-level features. In our proposed 

system, there is no need of feature selection algorithms. 

 

Classification phase of the diagnostic system is the one in 

charge of making the inferences about the extracted 

information in the previous phases in order to be able to 

produce a diagnostic about the input image. In our 

experiment, we have used four well-established classifiers: 

Support Vector Classifier (SVC), Nearest Neighborhood 

(NN), Linear classifier, and Nearest Mean Classifier (NMC). 

 

The rest of the paper is organized as follows. Section 2 

briefly reviews segmentation, feature extraction techniques, 

and classification methods which are used in proposed frame 

work. Section 3 reports extensive experimental results and 

Section 4 concludes the paper. 

II. METHODOLOGY 

Proposed framework is a compiled abstraction of digital 

image classification. Fig.1 describes the steps in image 

classification. 

 

In this paper, we propose this framework with 

Preprocessing by DullRazor technique, K-means clustering 

segmentation and color a texture feature extraction technique 

which is a new approach to classify the skin cancer images. 

For validation purpose fivefold cross validation is used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
     Fig. 1: Proposed Method 

 

A. Preprocessing 

Skin surface of human is accumulated by hairs, scars and 

skin tone differences. Hence, the images should be 

preprocessed to accurately access the affected skin lesions. 

For this we use DullRazor software technique, this removes 

the black and thick hairs present on the images. 

 

B. Segmentation 

Segmentation is a process to partitioning an image into 

disjoint regions that are homogeneous with respect to a 

chosen property such as luminance, color, and texture. The 

aim of segmentation is to change the representation of an 

image into something that is more meaningful and easier to 

analyze [31]. 

 

K-means Clustering Segmentation: 

K-means clustering method is one of the simplest 

unsupervised learning methods and this method is 

nondeterministic, numerical and iterative. In this experiment, 

color images are used as input hence this technique is used 

for segmentation. K-means clustering is partitioning method. 
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This method group objects in the way that within group 

variance is minimized. If within group variance is minimized 

then it gives high featured segmented image. The working of 

this method is as follows [23]: 

1) Select K pixels for centers randomly. Initially, Center 

represents group centroids. 

2) For grouping the sample data, calculate histogram bin 

value distance between pixels and selected centroids 

and assign the group on the basis of nearest distance. 

3) Calculate the histogram bin value for new group to find 

the new position of centroids. 

 

4) If the value of centroids changes then repeat steps 2 

and 3.  

 

 
Fig. 2: Input Image and Segmented Image 

 

C. Feature Extraction 

 

It is important to identify the most effective features to 

extract from skin cancer lesions and to find the most 

effective pattern classification criteria and algorithms for 

differentiating those lesions. 

1) Local Binary Patterns + Color Percentiles: The LBP 

feature vector is created in the following way: 

 

1. Divide the window size into cells in the form of n*n   

           matrix (i.e. 16*16). 

 

2. If the center pixel value (Threshold Value) is less 

than the selected pixel then write 1 otherwise write 

0. For rotational invariant features move in one 

direction either clockwise or anti-clockwise. This 

step gives 8 digit binary number. Convert it into 

decimal number for further processing. 

3. Compute the histogram of the frequency of each 

“number” occurring over the given cell. 

4.  Apply normalization on histograms. 

 

5. Concatenate the histograms of all divided cells 

The combination of LBP+CP presented by Niskanen et al. 

[33]. In this method, we calculate local binary patterns in a   

gray scale image. 

For better results we reduce the calculated features into 

rotationally invariant features. Rotational invariance is 

necessary because when image is rotated, the gray values 

also rotated in a circular form where origin is same. Then 

calculation of feature vector is changes with the rotation. We 

apply Discrete Fourier Transformation Function (DFT) to 

make features rotationally invariant. There are always 36 

rotationally invariant features in a gray scale image. Now we 

calculate the color percentiles of first, second, and third 

quartile (three points that divide the each channel into four 

parts) of three channels. Total features from color percentiles 

are 9. When we concatenate features of these two methods 

the final resulting feature vector dimension is 36. 

 

2) Integrative Co-occurrence Matrices: Integrative co-

occurrence matrix [34, 35] is a new approach for calculating 

the inter-channel and intra-channel features. In inter-channel 

feature calculation, we calculate the co-occurrence matrix 

features from each of three channel and in intra-channel, we 

calculate the features from combination of color channels ((r, 

g), (r, b), (g, b)). In our experiment, we use five co-

occurrence features: Energy, Contrast, Correlation, 

Homogeneity, and Inertia. Final resulting feature vector 

dimension is 30. 

3) Co-occurrence Matrices + Color Percentiles: The com-

bination of Co-occurrence matrices and color percentiles is 

presented by Niskanen et al. [33]. This method is first used 

for applications in wood inspection. Out of 14 features we 

computed 5 important co-occurrence features for 

classification. Color percentile is calculated as discussed in 

LBPnCP method. So, the dimension of final resulting feature 

vector is 14. 

 

4) Gabor Features: Gabor features are used to extract 

scale and orientation information from different channels. 

We calculate Gabor features for inter-channel of an image 

with above mentioned configuration. One channel gives 36 

rotationally variant features. So, the resulting feature vector 

is of 32+32+32=96 dimension when we apply DFT 

normalization to achieve rotationally invariant features. 

5) Gabor Features + Chromatic Features: Different 

frequencies and orientations are used in Gabor filters for 

extracting features from an image. The tuning of Gabor 

filters with these parameters: Number of orientations (no) = 

6, Number of frequencies(nF )= 4, Frequency ratio(Fr) = half-

octave, Standard deviation of gaussian envelope 

(longitudinal) (η ) = 0.5, Standard deviation of gaussian 

envelop (trasversal) (ϒ ) = 0.5, Max frequency (Fm) = 0.327. 

This tuning is same in overall experiment. 

 

 

 

6) Opponent Color LBP: The Processing of Opponent 

color LBP feature extraction method is same as LBP method. 

In Opponent Color LBP method we calculate features from 

inter-channel and intra-channel but in LBP method we 

calculate features from gray-scale image. Separate channels 

give 108 (36+36+36) features and paired channels give 108 

features. The dimension of resulting feature vector is 216. 
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7) Color Ranklets: Ranklet transform is an image process-

ing technique which considers the relative rank of 

neighboring pixels instead of their values. Invariance against 

rotation is achieved by computing the discrete Fourier 

transform (DFT) of a set of ranklet features computed from 

circular neighborhoods at different rotation angles. 

 

D. Classifier 

1) Nearest Neighbor and Nearest Mean Classifier: An 

input pattern is classified in the class of the nearest training 

pattern (NN) or that of the nearest centroid (NMC). Absence 

of parameter tuning makes these classifiers advantageous and 

easy to implement. In NN, sensitivity to outliers makes it 

poor performer In Nearest Mean Classifier, 

misclassifications arise because probably centroids are not 

representative. 

 

2) Linear Classifier: Linear classifiers classify features by 

making a classification decision which is based on linear 

combination of the feature values. Linear classifier is 

originally developed for binary classification it requires a 

predefined linear function (hyper-plane) that best separates 

the required classes in the feature space. If the two classes 

are linearly separable then perfect separation between classes 

exists. 

 

3) Support Vector Classifier: Support Vector Machine is 

highly effective classifier, and is currently has a great 

importance in pattern recognition and artificial intelligence. 

The tuning of a SVC is very important and need very careful 

analysis. In our experiment, we are using RBF kernel 

function in SVM classifier then we have to tune two 

parameters: C and gamma (the radius of RBF). 

C is used during the training phase and says how much 

outliers are taken into account in calculating support vector. 

C is a trade-off between training error and the flatness of the 

solution. If the value of C is larger, then the final training 

error will be less. But if we increase value of C too much 

then the risk of losing the generalization properties of the 

classifier is high. Large C is increases the time needed for 

training and small C makes classifier flat. We have to find a 

C that keeps the training error small and generalizes well. In 

SVC processing, we choose a kernal function which mapped 

patterns into a high dimensional space [39]. According to 

Hsu et al. [40], if the number of features is not large then 

RBF kernel is a reasonable choice. 
 

 
Fig. 3: Four images set of melanoma and 

                                        Non melanoma skin cancer 

III. RESULTS AND DISCUSSION 

A. Database Preparation 

In our experiment we use database of skin cancer images 

(Melanoma and Non-melanoma) have been collected from 

University of Waterloo University. Collection of 150 images 

is used in this experiment. 75 images are of melanoma and 

non-melanoma types each respectively. Size of image is 

always an important aspect of image processing experiments. 

In this experiment input image is resized in 128*128. We 

observe that this size of images speedup the computational 

performance. Matlab is easy to implement and 

computationally cheap than other simulation softwares. 

Therefore we use Matlab to implement our project. 

 

Resized images further go through the segmentation 

process. Segmented images are deal separately for feature 

extraction process. Seven Dataset created by seven different 

feature extraction techniques described in section II. We used 

five folds of cross validation. In which five different 

partitions (60, 15), (55, 20), (50, 25), (45, 30), (40, 35) are 

used. When partition (60, 15) is chosen, then 60 randomly 

selected images are used for training purpose and another 15 

images, chosen randomly are used for testing from each 

dataset. 

 

B. Result Analysis 

Our experimental results, based on combination of color 

and texture features, are showing better performance than 

results based on gray-level features [41, 42]. Table 1 to Table 

7 contains classification accuracy at different partitions on 

different classifiers. 

TABLE I: Accuracy of LBPnCP Feature Extraction Technique on Different 

Classifiers with given training and testing ratio. 

Partition

/Testing 
     NN NMC Linear 

 

     SVC 

(60, 15)    65.56         50.00     63.33 62.00 

(55, 20)    57.14         61.43     51.43 
 

    57.14 

( 50, 25)    68.00         58.00     62.00 
 

    66.00 

(45, 30)    80.00        66.67     80.00 
 

     83.33 

(40, 35)    80.00        70.00     93.36 
 

89.14 

 
TABLE II: Accuracy of Gabor+CF Feature Extraction Technique on 

Different Classifiers with given training and testing ratio 
Partition

/Testing 
     NN NMC Linear 

 

     SVC 

(60, 15)    62.00         66.67     63.33 
         

    68.89 

(55, 20)    70.00         77.14     70.00 
 

    68.57 

( 50, 25)    76.00         80.00     70.00 
 

    82.00 

(45, 30)    86.67        46.67     86.67 
 

     80.00 
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Partition

/Testing 
     NN NMC Linear 

 

     SVC 

(40, 35)    90.00        80.00     80.00 
 

     90.00 

 

TABLE III: Accuracy of Integ.CM Feature Extraction Technique on 
Different classifiers with given training and testing ratio 

Partitio

n/Testin

g 

     NN NMC Linear 

 

     SVC 

(60, 15)    70.00         66.67     53.33 
         

    66.67 

(55, 20)    64.29         62.86     67.14 
 

    70.00 

( 50, 25)    84.00         80.00     74.00 
 

    72.00 

(45, 30)    86.67        83.33     83.33 
 

     86.67 

(40, 35)    90.00        70.00     80.00 
 

     87.76 

 

TABLE IV: Accuracy of GLCM+CP Feature Extraction Technique on 
Different Classifiers with given training and testing ratio 

Partition

/Testing 
     NN NMC Linear 

 

     SVC 

(60, 15)    60.00         57.78     58.89 
         

    64.44 

(55, 20)    61.43         47.14     68.57 
 

    64.29 

( 50, 25)    74.00         84.00     82.00 
 

    82.00 

(45, 30)    80.00        76.67     83.33 
 

     83.33 

(40, 35)    91.24        60.00     88.65 
 

     93.94 

 

TABLE V: Accuracy of Gabor Feature Extraction Technique on Different 

Classifiers with given training and testing ratio 

Partition

/Testing 
     NN NMC Linear 

 

     SVC 

(60, 15)    71.11         74.44     74.44 
         

    76.67 

(55, 20)    64.29         71.43     54.29 
 

    67.14 

( 50, 25)    78.00         74.00     78.00 
 

    78.00 

(45, 30)    90.00        83.33     76.67 
 

     90.00 

(40, 35)    90.00        80.00     60.00 
 

     96.57 

 

TABLE VI: Accuracy of Opponent Color LBP Feature Ex-traction 

Technique on Different Classifiers with given training and testing ratio 

Partition

/Testing 
     NN NMC Linear 

 

     SVC 

(60, 15)    55.56         65.56     60.00 
         

    63.33 

(55, 20)    67.14         68.57     64.29 
 

    68.57 

( 50, 25)    76.00         66.00     68.00 
 

    80.00 

(45, 30)    86.67        76.67     90.00 
 

     86.67 

(40, 35)    92.29        50.00     80.00 
 

     95.11 

 
 

TABLE VII: Accuracy of Color Ranklets Feature Extraction Technique on 

Different Classifiers with given training and testing ratio 

Partition

/Testing 
     NN NMC Linear 

 

     SVC 

(60, 15)    68.89         57.78     60.00 
         

    63.33 

(55, 20)    72.86         55.71     61.43 
 

    70.00 

( 50, 25)    74.00         56.00     72.00 
 

    74.00 

(45, 30)    76.67        60.00     70.00 
 

     76.67 

(40, 35)    80.00        70.00     78.00 
 

80.00 

IV. CONCLUSION AND FUTURE SCOPE  

Experimental results show that color and texture descriptors 

for skin cancer classification provide good classification 

accuracy. We have also evaluated the performance of four 

different classifiers on these extracted features. SVC (Support 

Vector Classifier) outperform among all others with the same 

features set then comes Linear classifier, whose classification 

accuracy is nearly same as the SVC. 1-NN performs poorly 

on the given feature sets. Gabor features proved to be the best 

features that can be used for this particular application. Other 

more suitable methods are LBPnCP. Integrated GLCM which 

are also giving the promising results. Opponent and color 

ranklets are the methods which are not advisable to be used 

for the particular application because of their large 

dimensions and less prediction accuracy as well. 
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