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Abstract—  Unstructured product reviews are difficult to analyse. By applying feature-based opinion mining on product 

reviews, we can analyse product reviews. In Feature Based Opinion Mining, method of extracting features plays very important 

role. Performance of feature based opinion mining is depends on how features are extracted from product reviews. In this 

paper, we discussed how Latent Dirichlet Allocation topic model can be used for product features extraction. We discussed a 

methodology to extract product features using Latent Dirichlet Allocation topic model. We applied basic Latent Dirichlet 

Allocation (LDA) topic model on 24259 product reviews of 7 product categories to extract product features. We inferred the 

model using Gibbs Sampler. The result shows that LDA model extracts product reviews efficiently.  
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I.  INTRODUCTION  

Analysing unstructured product reviews is very critical 

task. Feature-Based Opinion Mining is an opinion mining 

task which analyses reviews at feature level and these 

reviews are unstructured in nature. Feature based opinion 

mining performs three different tasks: feature extraction, 

opinion polarity identification for each extracted feature and 

generating summary of features and opinions. As feature 

extraction is the task on which other two tasks are depends, it 

plays very important role in performance of feature based 

opinion mining.  

There are different feature extraction approaches. In 

Frequency Based Approach, features are identified by 

applying a set of constraints on high frequency noun phrases. 

This approach is very simple and quite effective. The 

disadvantage of this type of approach is that low frequency 

features are missed.  Feature-based summarization [1] and 

OPINE [2] are examples of this is type of approach. 

Low frequency features can be found out by using 

another approach known as Syntax Based Approach. It uses 

feature-opinion relationships and find outs relation patterns. 

Opinion Observer [3], Multi-Facet Rating [4], Tree Kernel 

Approach [5] are examples of this type of approach. 

     In supervised learning approach, feature extraction 

considered as a special case of the general information 

extraction problem. Manual labelling of training data set is 

required to train a model. 

    Topic modelling approach assumes each review document 

consists of a mixture of topics i.e. features and each topic i.e. 

feature is a probability distribution over words. In this paper 

we discussed how topic models can be used for product 

feature extraction. In this paper, We discussed a 

methodology to extract product features using Latent 

Dirichlet Allocation topic model. 

    This paper is organized as follows. Section-2 discusses 

related work, Section-3 methodology, Section-4 focuses on 

experiments and Section-5 concludes the paper with future 

work. 

II. RELATED WORK 

There are many topic models which are specifically 

implemented to accomplish Feature-Based Opinion Mining 

Task.  

MG-LDA Model, proposed by Titov et al. [6], is model 

which based on LDA. It extracts features from reviews. This 

model considers two types of topics, global topic which 

corresponds to global features or attributes of the product in 

the review and another is local topics which corresponds to 

product features. 

Brody et al. [7] proposed LDA based model which 

extracts local topic as product feature. It is applied at 

sentence level. 

Jo and Oh [8] proposed ASUM discovers Senti-Aspect 

(Senti-Feature) pair. This model is also based on LDA. 

Tan et al. [9] proposed FB-LDA (Foreground and 

Background LDA) model based on LDA. This model can 

filter out background topics and then extract foreground 

topics to reveal possible reasons. 
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In this paper we discussed how basic LDA model can be 

used for product feature extraction for Feature Based 

Opinion Mining.  

III. METHODOLOGY 

The steps to exatract features are shown in Figure1. These 

steps are discussed below.  

1. Preprocessing :  The collected product reviews are 

preprocessed by three steps: Data cleaninig, Stop word 

removal and stemming. 

2. Document Term Matrix Generation : DTM is 

mathematical matrix which gives the frequency of terms that 

occur in a colloction of documents. Figure 2 shows 

Document Term Matrix.  In this matrix each row represents 

Document, each term represents Term and each cell stores 

frequency of the Term in a Document. If we have M number 

of documents and V number of terms in vocabulary then 

DTM will be MXV matrix. This is one of the popular ways 

to convert unstructured data into structured data. Figure3 

shows example of DTM generation. 

 

Figure 1. Feature Extraction using LDA 
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Figure 2. Document Term Matrix 

 

3.  Feature Extraction using LDA [10]: Latent Dirichlet 

Allocation (LDA) is a topic model. It is generative 

probabilistic  model.  LDA generates K number of clusters 

each representing a topic. LDA uses a matrix factorization.   

 

If DTM is M X V matrix then LDA considers 
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where M X K is per document topic distribution matrix,       

K X V is per topic word distribution matrix and K is number 

of topics. 

 

Doc1. : Mobile is good. 

Doc2. : Battery life is bad but color is good. 

Doc3. : Color is bad. 

Doc4. : Battery life is good. 

Doc5. : Mobile color is good. 
 

                                                  Pre-processing 

                                                          

 

 

Doc1. : mobil good. 

Doc2. : batteri life bad color good. 

Doc3. : color bad. 

Doc4. : battery life good. 

Doc5. : mobile color good. 

 

                              

                             DTM Generation 

 

 mobil Good batteri life bad Color 

Doc1 1 1 0 0 0 0 

Doc2 0 1 1 1 1 1 

Doc3 0 0 0 0 1 1 

Doc4 0 1 1 1 0 0 

Doc5 1 1 0 0 0 1 

Figure 3. Example of DTM Generation. 

     We assume a review document is generated as follows: a 

reviewer first decides a product on which review is to 

written. The reviewer decides the set of product features 

about which he/she wants to write and the decides which 

feature is liked and which one disliked. We assume that if we 
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apply LDA on review documents of single product , it will 

gives us the clutsers representing product features.  

      We can apply different opinion polarity identification 

techniques on these features for feature based opinion 

mininig of the product review documents.    

IV. EXPERIMENTS AND RESULTS 

We used amazon dataset which is available on 

http://uilab.kaist.ac.kr/research/WSDM11. This dataset 

contains 24259 reviews of 7 product categories. For stop 

word removal we use list of 571 words as Stop word list. 

Stemming is done using Porter Stemming algorithm. We 

consider K i.e. number of topics is 10.We applied LDA topic 

model on different product reviews. To infer we use Gibbs 

Sampler with number of iterations 500. We performed same 

experiment for all 7 product categories. 

Table 1 shows dataset details and DTM details. It shows 

number of review documents, number of terms in all reviews 

after pre-processing. All DTM are sparse matrices. So Table 

1 also details about sparsity.  Table 1 also gives maximal 

term length for each product category product reviews. Table 

2 shows sample output of LDA. In table2, only 10 rows are 

shown.  Each column of Table 2 shows terms belonging to a 

topic i.e. product feature arranged probability wise.  

V. CONCLUSION AND FUTURE DIRECTIONS 

In this paper we discussed how basic LDA model can be 

used to extract product features. As basic LDA model is used 

for product feature extraction, the feature extracted are 

generic features and are not product specific. So we can 

implement a model based on basic LDA to extract product 

features from product reviews like the models in [6], [7], [8] 

and [9]. A method can be implemented to name is feature 

cluster extracted by basic LDA model.  
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Table 1: Dataset Details and DTM Details 

Sr. 

No. 

Product 

Category 
# Documents # Terms 

Non Sparse 

Entries 

Sparse 

Entries 
Sparsity 

Maximal 

Term 

Length 

1 Air Conditioners 572 9992 55493 5659931 99% 56 

2 Canister Vacuums 3557 35319 316111 125313572 100% 74 

3 Coffee Machines 4198 39164 360834 164049638 100% 132 

4 Digital SLRs 4198 44953 482979 188229715 100% 96 

5 Laptops 4202 49201 507687 206333317 100% 143 

6 MP3 Players 3685 40255 346675 147993000 100% 128 

7 Space Heaters 3845 34862 296865 133747525 100% 282 

  

Table 2: LDA output for Laptops Product Reviews 

 
Topic.1 Topic.2 Topic.3 Topic.4 Topic.5 Topic.6 Topic.7 Topic.8 Topic.9 Topic.10 

1 keyboard comput window macbook Whir ram Machin son cycl Laptop 

2 laptop dell mac pro Delet graphic Drive 649 begun great 

3 kei year run appl Loyal model Work acer instruct price 

4 button bui softwar screen Amp price Screen charm learn fast 

5 screen toshiba work displai Commend processor Bought dislik reflect purchas 

6 pad bought program design Differ card Inch outstand anoi love 

7 feel problem system trackpad Iso drive Thing present apach recommend 

8 touch month user glossi Remain memori Hard revers audiovideo good 

9 mous work easi firewir Respect notebook Back sophist batch feature 

10 type replac Time aluminum Stabil core Fast brows beach bui 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


