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Abstract— To overcome the drawback of underutilisation of the spectrum in wireless communication field, the Cognitive 

Radio (CR) technology came into existence, which permits the unlicensed or the Secondary Users (SU) to opportunistically use 

the available licensed spectrum when the licensed or the Primary User (PU) is not in use. The unlicensed user should not 

disrupt the working of the licensed user. To reduce the problem of shadowing and fading in CR, cooperative sensing was 

introduced in which many Cognitive Radio Users (CR Users) collectively report their decisions or data to the Fusion Center 

(FC) and it makes the final decision regarding the absence or presence of PU. In cooperative sensing, larger overhead is 

observed. Hence, clustering is one of the methods which reduces overhead. Clustering is a topology management system, in 

which the nodes are organized into logical groups known as clusters. It not only boosts the performance of the network but also 

achieves network scalability and stability, supports cooperative tasks, reduces the bandwidth requirement. This paper reviews 

the numerous clustering schemes, analyzes their characteristics and studies their performances. 
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I.  INTRODUCTION  

Cognitive Radio (CR) is a rising technology which provides 

CR users or the Secondary Users (SU) access to unused 

licensed spectrum bands of the primary user, when it is not in 

use. The fundamental requirement for the SU is to use an 

effective Spectrum Sensing (SS) technique which keeps on 

observing the PU’s activity and once the PU attempts to use 

that, the SU should immediately vacate the band. The major 

hindrance in implementing SS is the ‘hidden terminal 

problem’, in which the SUs are unable to differentiate 

between an idle and a deeply faded or shadowed band [1]. 

Cooperative Spectrum Sensing (CSS) is employed to 

overcome this problem [2,3]. 

 

The cooperation between the nodes is synchronized by the 

Fusion Center (FC). The SUs send their data or decision to 

the fusion center at each sensing interval. At the FC, final 

decision about the presence or absence of PU is made by 

combining all the local sensing data using an optimal fusion 

rule [4,5,6]. For reporting the decisions to the FC, the CSS is 

marked by high sensing delay, high energy consumption and 

high overhead [7]. To overcome these problems, the 

clustering scheme came into existence. 

 

Clustering is a phenomenon in which the sensing nodes are 

arranged into logical groups, known as clusters, which 

provides wide performance enhancement of the network. The 

formation of the clusters depends on various factors viz. the 

geographical location, channel availability, SNR etc. Each 

cluster comprises mainly three types of nodes which are 

cluster head, member node and gateway node. Out of all the 

member nodes, one is selected as Cluster Head (CH) based 

on some parameters like the one with a higher reliability, 

higher SNR or high energy, higher node degree level, lower 

no. of hops etc. The rest of the secondary are known as 

member nodes. Each of the member nodes senses the channel 

availability independently through energy detection and 

report their data or decision to the cluster head [8]. 

 

The cluster head has multiple roles such as routing, making 

final decisions for the clusters, scheduling of CR users to 

access the available channel in a certain manner, and 

coordinating cluster member’s spectrum sensing procedure. 

The cluster head and the member nodes interact often and 

provide us with the intra-cluster communications. The 

gateway nodes are also the member nodes which are located 

at the verge of the cluster and can communicate with the 

neighbouring clusters, so they provide inter-cluster 
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communications. The gateway node keeps on switching its 

operating channel [8]. 

 

Each of the SU performs the spectrum sensing process at 

their individual level before reporting to the FC, known as 

local spectrum sensing. This process is a binary hypothesis 

testing problem i.e. the presence or absence of PU. Energy 

detection is the best technique to be used for this purpose as 

it is the simplest one out of all, quick, able to sense the 

primary signal easily even if none of the feature of the signal 

is known. [9] 

 

There are many clustering algorithms, each one of them 

having their own clustering strategy. The main difference 

between various algorithms is the selection of cluster heads 

and how the various sensing nodes relate among themselves. 

The cluster formation process is initiated by a node when it 

fails to find any clusters nearby. To form clusters, local 

information is exchanged among the neighbouring nodes 

such as the list of available channels etc. Dynamicity of the 

channel availability is one of the major challenges linked 

with clustering. Re-clustering is often performed with change 

in the clustering conditions. 

 

Objectives of clustering: 

The main clustering objectives are establishment of common 

control channel, refining of cluster stability, energy 

efficiency, and cooperative task and minimizing the number 

of clusters. The major clustering metrics are channel 

availability, geographical location, strength of the signal, 

channel quality, node degree, single hops and multiple hops. 

 

Advantages of clustering: 

There are various advantages of clustering such as 

scalability, stability, cooperative task support. Through the 

reduction in the communication overhead and parallelism, 

the scalability is said to be improved. The stability is the drop 

in the global effects with the changes in the network 

environment like the availability of the channel or the 

network topology. With the dynamicity of the network the 

local updates keep on happening among sensing nodes and 

their respective cluster heads. The cooperative ask include 

channel switching, channel sensing and routing to enhance 

network performance.  

 

The paper below is arranged in the following manner: section 

2 represents the review of various clustering schemes, their 

parameters, advantages, disadvantages; section 3 represents 

the various challenges associated with the clustering and 

finally section 4 represents the conclusion of the paper. 

 

II. RELATED WORK  

The clustering scheme proposed by Nhan Nguyen-Thanh et. 

al. [10], reduces reporting time and bandwidth and maintains 

a particular level of sensing performance, reduces energy 

consumption. Based on the identification of primary SNR 

values, the clusters are organized. The cluster head is chosen 

dynamically according to the quality of the sensing data. An 

optimal threshold is chosen to make the cluster sensing 

decision [11,12], which also minimizes the sensing error and 

the decision is made at the FC according to the selective 

method [11,13]. A parallel reporting mechanism is also 

introduced based on frequency division and reduces 

reporting time. To obtain high sensing performance “Chair-

Varshney rule” is used [14]. 
 

Yan Jiao et. al. [15], divided the clustering into three stages 

viz. pruning, selecting and clustering. In the pruning stage 

the no decision CR users are excluded for the clusters 

formation [16]. The CR users with the most reliable data are 

selected as cluster head in the selecting stage and the 

reliability is judged on the basis of likelihood function [10]. 

Then, considering the mobility of the CR users, clustering is 

done based on the correlation of SS results. To reduce the 

overhead change point detection mechanism is adopted [17]. 

To detect change point, affinity program is discussed [18]. 

This scheme reduces overhead as well as improves energy 

efficiency. This also suits to perform in low SNR 

environment. 

 

Multi-cluster multi-group based sensing scheme is proposed 

by Wonsop Kim et. al. [19]. Clustering is done using 

distributive clustering algorithm [20]. Optimal number of 

groups is obtained using “K out of N rule” [4-6]. The largest 

control channel gain sensor is selected as the group head. 

Total error rate of the CR network is improved 

 

To tackle the trade off between performance and overhead, 

Faroq A. Awin et. al. [21] proposes a multi level hierarchical 

structure algorithm. This algorithm deals with the large 

number of sensors and is energy efficient. To reduce 

overhead, double fusion stages are involved. A cluster is 

divided into optimal groups [19] and the groups are further 

divided into further subgroups. The subgroup head is 

selected by polling and the group head is said to have largest 

reporting channel gain [22,23].  An iterative algorithm is 

discussed to obtain optimal number of groups and subgroups. 

Also optimal fusion rule [4-6], optimal threshold [6,24] and 

energy efficiency [6] is derived for good sensing 

performance. Energy is saved up to 70% and overhead is also 

reduced to a great extent [25,26]. 

  

Unsupervised archetypal clustering is proposed by Balaji V 

et. al. [27] is based on machine learning. The local energy 

vectors are decomposed into archetypes, which are the 

collection of extreme points [28]. This provides an extreme 

view of the data. The cluster heads are chosen randomly and 

are determined by clustering the SU’s using archetypal 

analysis. The performance is quantified in terms of target 

probability of detection false alarm, to meet the requirement 
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of IEEE 802.22 WRAN standard parameters. CSS scheme 

here is modelled under path loss and shadowing atmosphere. 

82% probability of detection is achieved for 0.1 target false 

alarm probability. Low classification delay is observed. 

 

X. Fernando et. al. [29], addressed the band limitation 

problem of the reporting channels. By reducing the number 

of reporting terminals at the fusion terminals to a minimum 

reporting set, the bandwidth is minimized. The distributed SS 

scheme here eradicates the need for the base station and 

substitute it with the local fusion centre. Using general centre 

scheme in graph theory [30], the location of fusion centre is 

selected. To get the minimal set of clusters, the minimal 

dominating set (MDS) algorithm is used [31, 32], which 

gives a minimum false alarm probability and maximum per 

node throughput. The scheme chooses the user with the 

highest reporting channel gain from a set of neighbouring 

nodes that share a channel with the maximum degree as the 

cluster head. The effect of number of clusters, cluster size, 

probability of reporting channel errors, sensing time on per 

node throughput capacity is studied. The results show that for 

good performance it is not compulsory to incorporate all the 

secondary users under bad conditions. A lower bound of 

cluster radius is determined that keeps the number of isolated 

nodes under an upper limit. The highest reporting channel 

gain node is selected as the cluster head. 

 

The issues associated with the mobile networks are addressed 

by Akif Cem Heren et. al. [33]. Clusters are formed by using 

novel energy and congestion efficient MAC layer protocol. 

To save the energy, the number of reports those offer less 

additional information are eliminated from the network using 

low power whispering protocol. Along with the reduction in 

overall energy expenditure, the lifetime of SUs is also 

increased, the accuracy and fairness is preserved. Up to 30% 

of energy is saved. The cluster heads are selected based on 

the quality of reception of PU i.e. the strength of spectrum 

measurement. 

 

More energy is required for a cluster head to report its 

decision to the fusion centre when FC lies far away from it. 

This issue is considered by Ahmed S. B. Kozal et. al. [34]. A 

multi-hop cluster-based CSS scheme is introduced which 

reduces the power consumption but at the expense of slight 

increase in the reporting time. Total clusters are divided into 

multi levels. The sensing delay and energy consumption 

parameters are studied which are then compared with the 

existing schemes. The SU with the highest reporting 

channel’s SNR is chosen as cluster head [35]. The proposed 

method significantly reduces the energy consumption and 

detects the spectrum availability much faster. The simulation 

results show that to design a good spectrum sensing 

technique, the trade-off between sensing delay and energy 

consumption need not to be considered. 

 

To decrease the bandwidth limitations in CRN using energy 

detection, a Rely Factor (R-F) based scheme with cluster 

based CSS is proposed by T. Rasheed et. al. [36]. The R-F 

consists of factors like SNR, threshold of energy detector of 

each sensor node, local sensing difference. To enhance the 

detection performance of the nodes, all these factors are 

combined using fuzzy logics [29]. The comparative analysis 

shows that the results are better than the existing scheme 

which is in the form of ROC. An improvement in the 

detection probability along with the reduction in miss 

detections is observed. 

 

Santi P. Maity et. al. [37] proposed an optimal Fuzzy C-

Means clustering based on energy detection for CSS [38]. 

The binary hypothesis problem here is considered as a 

multiple class problem that are: strong, moderate, weakly 

presence, absence of PU, which is then followed by binary 

fusion. Two methods are proposed. One, Differential 

Evolution (DE) is used to find optimal cluster center points, 

which maximizes the reliability [39]. Results show high 

detection probability is achieved at lower SNRs and lower 

false alarm probability, which shows improved ROC and 

good performance gain. Two, the average SU energy 

consumption is minimized while retaining the predefined 

sensing reliability by determining the optimal SU amplifying 

gain and optimal number of PU samples [40]. Based on a 

sensor's location within each cluster, its position with respect 

to FC, its SNR and its residual energy, the cluster head is 

selected. 

 

At low signal-to-noise ratios (SNR) and in the presence of 

multiple PUs, the performance of [37] degrades, as energy 

data patterns at the FC are often found to be non-spherical 

i.e. overlapping. This problem is addressed by Anal Paul et. 

al. [41]. Through the projection of non-linear input data to a 

high dimensional feature space, the scope of kernel fuzzy c-

means clustering is explored. This scheme provides a high 

detection probability for single PU, up to 0.9 and for multiple 

PUs, up to 0.86, the average energy consumption is also 

reduced. Based on a sensor's location within each cluster, its 

position with respect to FC, its SNR and its residual energy, 

the cluster head selected. 

 

Table 1. Comparative analysis of various clustering schemes 

Author Cluster head 

selection 

Advantages 

Nhan Nguyen et. al. 

2013 [10] 

Node with best quality 

of sensing data 

Reporting time, 

bandwidth, energy 

consumption, and 
error, overhead 

reduces and sensing 

performance is 
maintained. 

Yan Jiao et. al. 2016 

[15] 

Node with most 

reliable sensing data 

Overhead reduces, 

energy efficiency 
increases, performs in 

low SNR environment. 

Wonsop Kim et. al. Node with largest Error rate is improved, 
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2010 [19] control channel gain as 

group head 

overhead is reduced. 

Faroq A. Awin et. al. 

2014 [21] 

Subgroup head by 

polling. Group head 
with largest reporting 

channel gain 

Energy efficient, 

sensing performance is 
increased, overhead is 

reduced. 
 

Balaji V et. al. 2016 

[27] 

Chosen randomly Delay and overhead 

reduces. 

X. Fernando et. al. 
2012 [29] 

Node with highest 
reporting channel gain 

Bandwidth decreases, 
throughput and 

performance increases. 

H. Birkan Yilmaz et. 

al. 2015 [33] 

Node with the best 

quality of received PU 
signal 

Energy is saved, 

lifetime of SUs 
increases, accurate. 

Ahmed S. B. Kozal et. 

al. 2014 [34] 

Node with highest 

reporting channel SNR 

Power and energy 

consumption reduces, 
faster detection. 

Santi P. Maity et. al. 

2015 [37] 

Based on location, 

SNR and residual 

energy 

Improved ROC, good 

performance gain. 

Anal Paul et. al. 2016 

[41] 

Based on location, 

SNR and residual 

energy 

Energy consumption is 

reduced. 

 

III. CHALLENGES 

The main challenges associated with the clustering are: 

 Cluster maintenance: There is less literature available on 

cluster maintenance. The factors like migration of cluster 

head, cluster merging, cluster splitting, node joining and 

node leaving affects the channel availability at cluster 

head, which should be reconsidered, otherwise the 

packets would loss and the quality of service will degrade 

[42]. 

 Tradeoff between various network performance 

parameters: Sometimes, the tradeoff between the two 

factors is taken due to which other factors may get 

affected due to this. Hence, more work should be done 

towards this area and a balanced tradeoff should be there 

between network performance metrics [43]. 

 Effect of clustering to cognitive radio schemes: The 

clustering is done in regard to some particular objectives 

and applications but in regard to operation of CR as a 

whole, the effects of clustering on network parameters 

and QoS should be investigated [44]. 

 Optimal cluster size: In order to maintain a balance 

between the smaller and the larger cluster sized, and to 

avail the advantages of both, an optimal cluster size 

should be selected. The optimal cluster size may change 

with network scenarios as shown in [45]. 

IV. CONCLUSION AND FUTURE SCOPE 

This article presented a review on various clustering schemes 

to form clusters in CR networks. Each one of them has its 

own objectives, advantages and disadvantages. There are 

number of selection metrics followed by each technique to 

locate the cluster head in every cluster. The clustering 

scheme can be selected according to the application and 

according to the desired characteristics. But to tackle a large 

number of CRs in a cognitive radio network not much work 

has been done, those who have done, had compromised to 

some of the factors like overhead, efficiency and Quality of 

service. Hence, a large number of CRs and the trade off 

between various factors is still a critical issue  

 

In future, there is ample work in this field, addressing these 

challenges, like that of cluster maintenance, trade off 

between various factors, effect of clustering to cognitive 

radio schemes and the optimal cluster size. This article left a 

great foundation and ignited new research interests in this 

area. 
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