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Abstract: Sentiment Analysis measures the aptitude of people’s opinions through Natural Language Processing, Computational 

Lingus tics and Text analysis, which are used to extract and analyse subjectivity of information. This paper focuses on Aspect 

Based Sentiment Analysis, where Text Compression is performed before Aspect Based analysis. For a given huge text is 

compressed using Text compression model, which is considered as pre-processing task for Aspect Based Sentiment Analysis. 
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I.  INTRODUCTION 

 

The internet holds a considerable amount of user-generated 

content describing the opinions of customers on products and 

services through blogs, tweets and other social media forms. 

Sentiment analysis and opinion mining have attracted 

significant attention in recent years as they pave the way for 

the automatic analysis of user reviews and the extraction of 

information most relevant to users [1], [2], [3-23].  

Sentiment analysis entails several interesting and challenging 

tasks. One traditional and fundamental task is polarity 

classification, which determines the overall polarity (e.g., 

positive or negative) of a sentence or document However, 

these tasks are coarse-grained and cannot provide detailed 

information, such as the aspects on which the users 

comment. Recently, there has been a shift towards the fine-

grained tasks, such as aspect-based (or “feature-based”) 

sentiment analysis, which not only involves analysing the 

opinionated text’s polarity (e.g., positive, neutral, negative) 

and intensity (e.g., weak, medium, strong, extreme), but also 

identifying the aspect (or the topic, or target entity) of the 

opinion [4]. The text compression performing before aspect 

based sentiment analysis as a sequence of labelling task, 

which can be solved using the Conditional Random Fields 

(CRF) model. Instead of seeking the manual rules on parse 

trees for compression, as in other studies [16], the CRF-

based method is an automatic procedure.  

II. RELEATED WORK 

Earlier research on sentiment analysis primarily focused on 

polarity classification, i.e., determining the sentiment 

orientation of a sentence or a document [2]. However, these 

tasks are all coarse-grained and cannot provide more detailed 

information. Recently, there has been a shift towards fine-

grained aspect-based tasks that can identify both the text 

expressing the opinion and the aspect of the opinion as well 

as analysing its polarity (e.g., positive, neutral or negative) 

[21], [22], [23]. The Aspect Polarity collocation extraction is 

the basic task of aspect-based sentiment analysis.  

Tree-based approaches were commonly used to compress 

sentences which created a compressed sentence by making 

edits to the syntactic tree of the original sentence. However, 

the automatic parsing results may not be correct; thus, the 

compressed tree (after removing constituents from a bad 

parse) may not produce a suitable compressed sentence. To 

solve this problem using discriminative models, studies on 

classifiers to determine which words could be dropped by 

including features of the words themselves as well as part of 

the speech tags and parser trees. Here, the parser trees were 

soft evidence to determine whether to remove a word. 

Accordingly, the influencers of the parsing errors were 

reduced. Moreover, to improve the efficiency of the 

compression model, recent studies have been performed on 

polynomial time inference algorithms [40] and approximate 

inference algorithms [11] for sentence compression. 

Currently, the existing text compression methods all focus on 

formal sentences, and few methods have been studied for 

sentiment sentences. The current compression models cannot 

be directly transplanted to sentiment sentences due to the 

specificity of the aspect based sentiment analysis. Therefore, 

a new compression model for sentiment sentences should be 

established.  

The main goal of Aspect Based Sentiment Analysis is to 

identify the aspects of the given target entities and sentiment 

expressed for each aspect. To meet the objectives of Aspect 
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Based Sentiment Analysis, the work can be done primarily in 

two phases. In phase-1 extraction of aspect terms and 

grouping aspect terms into aspect categories will be done. In 

phase-2 identification of polarity of the aspect terms and 

polarity of the aspect categories of each sentence will be 

done. These phases of activities are divided into four sub 

tasks namely: Aspect Term Extraction (ATE), Aspect Term 

Polarity (ATP), Aspect Category Detection (ACD) and 

Aspect Category Polarity (ACP). 

III METHODOLOGY 

 

Figure 1: Framework of text compression model. 

The pre-processing step for aspect based sentiment analysis 

has three steps, tokenization, stemming and filtering. 

Tokenization is the process of breaking a stream of text into 

words or phrases or other meaningful elements called tokens. 

This list of tokens becomes the input for further processing. 

Stemming is process of reducing inflected words to their word 

stem, base or root. Filtering involves removing repeated words 

that show the potential of expressing, which are not necessary 

for sentiment analysis [20]. The text compression is carried 

out using Extractive Method, because this method preserves 

the essential content of the text by dropping certain 

unimportant words from sentiment analysis. 

The framework presents the double propagation method to 

extract the Aspect Polarity collocations, aspects and polarity 

words. This idea is based on the observation that there are 

natural syntactic relations between polarity words and aspects 

owing to the fact that polarity words are used to modify the 

aspects. Furthermore, they also discovered that the polarity 

words and aspects themselves had relations in certain 

sentiment sentences [22]. 

Various features used in text compression model are 

 Basic Features. 

 sentiment-related features 

 potential semantic features 

 syntactic parse features 

Two types of sentiment-related features are Perception 

Features and Polarity Features. The perception feature 

indicates whether a word is a perception word. This type of 

feature is inspired by the naturalness problem. The current 

parser produces wrong parse trees because of these perception 

words [2]. Therefore, the perception words tend to be 

removed from a sentence from the text compression model. 

The polarity feature indicates whether a word is a polarity 

word.  

 

IV. RESULTS 
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Here we observe the results of the system, fig (a) shows the 

input file given for Sentiment analysis, fig (b) shows the total 

word count performed without text compression, fig (c) shows 

the text polarity performed without text compression and time 

taken for sentiment analysis without text compression, fig (d) 

shows the word count performed after text compression by 

removal of unnecessary words and also shows the text 

polarity, fig (e) shows the time taken for sentiment analysis 

with text compression. 

IV. CONCLUSION 

The text compression model is developed to perform before 

Aspect Based Sentiment Analysis. Which is different from the 

common sentence compression model, the text compression 

model not only compresses the redundancy in the sentences, 

but also needs to retain the polarity-related information to 

maintain the sentence original polarities. Thus, the over-

natural and spontaneous sentences can be compressed into 

more formal and easier-to-parse sentences after using the text 

compression model. The text compression is performed to 

improve the performance of aspect based sentiment analysis. 

From the results we can observe that the analysis performed 

with text compression reduces the word count and also 

reduces the time taken as compared with the analysis without 

text compression. 
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