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Abstract— This paper proposes a fast and efficient indexing technique that can be used in an image indexing and 

retrieval system for voluminous image data. The proposed technique is based on K-d tree which uses multi-

dimensional features. At first the colour feature of a set of images are extracted. Then an index tree is generated 

with K-d tree index based on these colour features. After indexing is done the efficiency of the method is tested 

against search time for the collected dataset. The validation of the method is also tested with and without indices for 

the said dataset. 
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I. INTRODUCTION 

With the increase in database volume, fast 

indexing and retrieval techniques has been considered as 

demanding for the enhanced network and multimedia 

technologies. Earlier, managing large spatial databases 

was used in geosciences and computer aided design 

(CAD). Later, the newfound applications in computer 

vision and robotics, computer visualization, geographical 

information processing, automated mapping and facilities 

management etc has increased the need for fast and 

efficient indexing and retrieval of spatial data. Image 

indexing is nothing but a way of arranging the particular 

image data in some ordered fashion so that we can 

retrieve them easily. To fulfil the requirement of indexing 

of images many techniques have evolved in the last few 

decades. One way is the traditional image database 

indexing and retrieval approach which is text based. Here 

the image data is fully converted into an electronic 

presentation [1]. But with the increase in popularity of the 

internet and enhancement in multimedia technologies, this 

approach is not favourable due to some factors such as 

lower quality text and higher cost. Difficulties of 

traditional indexing approach has led to raise the interest 

level in enquiring and developing the techniques for 

retrieving images automatically by using content features 

such as colour, shape and texture etc. 

The different existing techniques that can be 

used for indexing of spatial image data are K-d tree, 

MapReduce, R+-tree, score-based etc. A K-d tree (short 

for k-dimensional tree) is a space-partitioning data 

structure for organizing points in a k-dimensional space. 

K-d trees are a useful data structure for several 

applications, such as searches involving a 

multidimensional search key (e.g. range searches and 

nearest neighbour searches). MapReduce is a 

programming model and an associated implementation for 

processing and generating large data sets with a parallel, 

distributed algorithm on a cluster. 

There are some issues or challenges that are faced 

while developing an efficient algorithm for image indexing. 

Some of them are- Scalability, Robustness, platform 

independence and miss-categorization. 

The concept of scalability is desirable in technology 

settings. Robustness is the ability of an indexing system to 

cope with errors during execution or processing. Platform 

independence in this context means that the indexing system 

should be independent of the specific technological platform 

used to implement it. Textual information about images can 

be easily searched using existing technology, but this requires 

humans to manually describe each image in the database. 

This can be impractical for voluminous databases or for 

images that are generated automatically. Also, sometimes it is 

not possible to select images that use different synonyms in 

their descriptions. 

 In this work, we have concentrated on indexing of 

voluminous data. The method exploits a K-d tree based 

indexing technique with respect to two feature extraction 

techniques based on colour feature and texture feature. For 

colour features colour moment is used and for texture 

features haar wavelet is used. 3D tree construction method is 

provided based on the extracted feature. The performance of 

the method was established using benchmark dataset and 

result has been found satisfactory. In the next section, we are 

describing the prior related work. 

II. PRIOR RELATED WORK 

 From the related studies performed [2], it is found 

that many researches has provided indexing mechanism of 

different types of data or work. In the Table I, a brief 

description of the same is provided. 

TABLE I. RELATED STUDIES ON DIFFERENT INDEXING 

APPROACHES 

Approach/ 

Method used 

Authors/Description 

Hilbert Lawder, J. K., and King, P. J. H., had used Hilbert 
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Space-Filling 

Curve [3] 

curve as it has superior clustering properties while 

comparing it with Z-order curve. 

 

K-d tree with 
Feature Level 

Fusion [4] 

Jayaraman, U., Prakash, S., and Gupta, P., had first 

normalized a multi-dimensional feature vector of 
each trait and then, they projected it to a lower 

dimensional feature space. Then the reduced 
dimensional feature vectors are fused at feature 

level and the fused feature vectors are used to index 

the database by forming K-d tree.  

 

Graph based 

Approach [5] 

 

Gogoi, M., and Bhattacharya, D. K., had 
concentrated on a graph-theoretic approach to 

analyze the process of fingerprint comparison to 

give a feature space representation of minutiae and 
to produce a lower bound on the number of 

detectably distinct fingerprints. Their method 

provided a graph based index generation 
mechanism of fingerprint biometric data. 

 

Pyramid 
Technique [6] 

 

Li, Jia and Wang, Cheng had presented a new 

approach for fast indexing the hyper-spectral data 
based on the Pyramid Technique, and further 

propose new algorithms to process k Nearest 

Neighbour queries and spectral partial feature 
queries. 

Feature 

extraction 
using Colour 

moments [7] 

Tian, D. P. had extracted image features by using 

techniques such as colour moments, colour 
histogram, colour coherence vector etc prior to 

indexing. 

 

Basically there are two ways to index an image 

for retrieving – 

1. The traditional approach which is text based and  

2. The modern approach that is based on image 

content.  

Now-a-days importance is given on different 

indexing techniques which use image features such as 

colour, texture, shape etc for indexing. But for indexing 

spectral data, the main thing that we need to deal with is 

dimesionality. Spectral data such as a hyperspectral image 

is multidimensional. Li, Jia and Wang, Cheng in their 

research used the pyramid technique which is an effective 

high-dimensional data mapping method to map high-

dimensional space point into one-dimensional space to 

exploit one-dimensional indexing structure such as the 

B+-tree [6]. 

Again, multi-model data means data with 

multiple features can be indexed first by extracting 

features and then applying technique such as K d-tree [4]. 

The technique they used is based on K-d tree with feature 

level fusion which uses the multi-dimensional feature 

vector. Here a multi-dimensional feature vector of each 

trait is first normalized and then, it is projected to a lower 

dimensional feature space. Then the reduced dimensional 

feature vectors are fused at feature level and the fused 

feature vectors are used to index the database by forming 

K-d tree. This method reduces the data retrieval time 

along with possible error rates. Comparing the 

performance with indexing based on score level fusion 

they found that this technique performs better. 

Another approach for indexing is graph based. In 

this approach indexing is done based on the characteristics of 

a graph. A minutiae graph is created from each fingerprint 

image and then an index is generated for each fingerprint 

which is unique [5]. Here, the index is generated based on 

four parameters number of vertex, degree of each vertex, 

highest degree and number of vertices with same degree. 

How to extract ideal features that can reflect the 

intrinsic content of the images as complete as possible is still 

a challenging problem in computer vision. However, very 

little research has paid attention to this problem in the last 

decades. As we have known, the most common visual 

features include colour, texture and shape, etc. [8-16], and 

most image annotation and retrieval systems have been 

constructed based on these features. However, their 

performance is heavily dependent on the use of image 

features. In general, there are three feature representation 

methods, which are global, block-based, and region-based 

features. 

A number of colour spaces have been used in 

literature, such as RGB, LUV, HSV and HMMD [9]. A 

number of important colour features have been proposed in 

the literatures, including colour histogram [17], colour 

moments (CM) [18], colour coherence vector (CCV) [19] and 

colour correlogram [20], etc. 

Table II provides a summary of different colour 

methods excerpted from the literature, including their 

strengths and weaknesses. Here DCD, CSD and SCD denote 

the dominant colour descriptor, colour structure descriptor 

and scalable colour descriptor respectively. 

TABLE II. CONTRAST OF DIFFERENT COLOUR DESCRIPTORS 

Colour 

Method 

Pros. Cons. 

Histogram Simple to 

compute, intuitive 

High dimension, no spatial 

info, sensitive to noise 

CM Compact, robust Not enough to describe all 
colours, no spatial info 

CCV Spatial info High dimension, high 

computation cost 

Correlogram Spatial info Very high computation cost, 
sensitive to noise, rotation 

and scale 

DCD Compact, robust, 
perceptual 

meaning 

Need post-processing for 
spatial info 

CSD Spatial info Sensitive to noise, rotation 

and scale 
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SCD Compact on need, 

scalability 

No spatial info, less 

accurate if compact 

 

III. BACKGROUND OF THE WORK 

A. K-d tree 

 A k-d tree (short for k-dimensional tree) is a 

space partitioning data structure for organizing points in a 

k-dimensional space. K-d trees are a useful data structure 

for several applications, such as searches involving a 

multidimensional search key (e.g. range searches and 

nearest neighbour searches). K-d trees are a special case 

of binary space partitioning trees. 

The k-d tree is a binary tree in which every node 

is a k-dimensional point. Every non-leaf node can be 

thought of as implicitly generating a splitting hyperplane 

that divides the space into two parts, known as half-

spaces. Points to the left of this hyperplane are 

represented by the left sub tree of that node and points 

right of the hyperplane are represented by the right sub 

tree. The hyperplane direction is chosen in the following 

way: every node in the tree is associated with one of the 

k-dimensions, with the hyperplane perpendicular to that 

dimension's axis. So, for example, if for a particular split 

the "x" axis is chosen, all points in the sub tree with a 

smaller "x" value than the node will appear in the left sub 

tree and all points with larger "x" value will be in the right 

sub tree. In such a case, the hyperplane would be set by 

the x-value of the point, and its normal would be the unit 

x-axis. 

B. Feature Extraction 

Since the content based indexing of images is 

mostly based on the content features of images, so the 

feature extraction is a vital phase in image indexing. 

Before we proceed with the indexing of images, the 

images are gone through the feature extraction phase. 

1) Colour features  

Colour is one of the most important features of 

images. Colour features are defined subject to a particular 

colour space or model. Once the colour space is specified, 

colour feature can be extracted from images or regions. 

Among the feature extraction techniques, colour moment 

(CM) is one of the simplest yet very effective features 

[7,18]. The common moments are mean, standard 

deviation and skewness, the corresponding calculation can 

be defined as follows: 

               (1) 

                     (2) 

                 (3) 

Where, fij is the colour value of the i
th

 colour 

component of the j
th

 image pixel and N is the total number of 

pixels in the image. μi, σi, γi (i=1,2,3) denote the mean, 

standard deviation and skewness of each channel of an image 

respectively.  

2) Texture features  

Texture is a very useful characterization for a wide 

range of image. It is generally believed that human visual 

systems use texture for recognition and interpretation. In 

general, colour is usually a pixel property while texture can 

only be measured from a group of pixels. Based on the 

domain from which the texture feature is extracted, the 

techniques can be broadly classified into spatial texture 

feature extraction methods and spectral texture feature 

extraction methods. For the former approach, texture features 

are extracted by computing the pixel statistics or finding the 

local pixel structures in original image domain, whereas the 

latter transforms an image into frequency domain and then 

calculates feature from the transformed image. As the most 

common method for texture feature extraction, Gabor filter 

has been widely used in image texture feature extraction. 

3) Shape features  

Shape is known as an important cue for human 

beings to identify and recognize the real-world objects, 

whose purpose is to encode simple geometrical forms such as 

straight lines in different directions. Shape feature extraction 

techniques can be broadly classified into two groups, viz., 

contour based and region based methods. The former 

calculates shape features only from the boundary of the 

shape, while the latter method extracts features from the 

entire region. 

4) Wavelet transform for features  

The Wavelet transform plays an important role in 

image processing by its good quality of multi resolution 

representation of an image. Haar Wavelet is the simplest 

category of wavelets which are related to the mathematical 

operations of Haar transform and used for image compression 

as well as feature extraction [21]. Haar wavelet transform has 

number of advantages such as it could able to represent the 

core pattern if the image, thus by removing the redundant 

information and it is computationally efficient in terms of 

both time and space complexity. 

C. Proximity measure  
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 The proximity measure is calculated by using the 

two distance formulas i.e. Euclidian distance and City 

Block distance. They are described below. 

1) Euclidian distance 

The Euclidian distance between two points (x1, 

y2) and (x1, y2) is given by the following formula as, 

D =     (4) 

2) City Block distance 

 The City Block distance between two points (x1, 

y2) and (x1, y2) is given by the following formula as, 

 D =     (5) 

IV. METHOD USED 

As per my study of different research works 

related to the indexing of image data, the different 

methods that are used for image indexing till the time are 

pyramid technique, K-d tree, Map Reduce, R-tree, R+ 

tree, score based method etc. In my approach, I have 

implemented the K-d tree as the main stage of image 

indexing. 

The proposed system of my work “indexing 

using K-d tree” is shown in Fig. 1. 

 

Fig. 1. Proposed Image Indexing System based on K-d tree 

A. Pre-processing 

The first stage of my proposed indexing system 

is image pre-processing. The input to this stage is the set 

of RGB (red, green, blue) colour images. In this stage the 

pre-processing of images is done as by resizing the 

images into a fixed size. A dataset of 127 RGB images of 

different sizes (based on number of pixels) is taken as 

input for the pre-processing stage. The images are then 

resized into a fixed size (400 by 600 pixels). The output 

of the pre-processing stage is a set of RGB images having 

identical dimensions that are the input to the next stage 

which is the feature extraction stage. 

B. Feature Extraction  

The feature extraction of the set of images is done 

once based on the colour content of the images using colour 

moment and once using the haar wavelet transform. 

1) Colour Moment 

 In this stage the RGB colour features of each colour 

levels of RGB (Red, Green, and Blue) for each image are 

extracted using the technique called as colour moments 

(CM). In my approach, I have used the mean colour moment. 

The corresponding calculation for the mean colour moment is 

given by the equation (1) in the earlier section. 

The output of this stage will be a set of 3 values 

(colour moment of red, green and blue respectively) for each 

image in the dataset. 

2) Haar Wavelet Transform 

The discrete wavelet transform for single level haar 

wavelet is used for feature extraction of the pre-processed 

images (after converting the RGB images to gray) for testing 

it against the other method.  

In the wavelet toolbox of MATLAB there is a 

function called as DWT2( ), which is a single level 2-D 

discrete wavelet transform. DWT2( ) performs a single-level 

2-D wavelet decomposition with respect to either a particular 

wavelet ('wname') or particular wavelet filters (Lo_D and 

Hi_D) that we specify. 

The function is given as, 

[CA,CH,CV,CD] = DWT2(X,'wname') 

Where, 'wname' is a string containing the wavelet 

name. So it can be Haar or any other wavelet transform. 

 The output of this wavelet transform is 4 matrices 

viz. the approximation coefficients matrix CA and details 

coefficients matrices CH, CV, CD, (horizontal, vertical and 

diagonal respectively) obtained by a wavelet decomposition 

of the input matrix X. 

C. Proximity Measure  

 The proximity measure is calculated by using the 

distance formula called as Euclidian distance which is given 

by the equation (4). 

D. Indexing and Searching  

The colour moment values which we have got as the 

output from the feature extraction stage is provided as input 

for the next stage which is index generation. Here the K-d 

tree data structure is used for indexing the images using the 

set of feature values. 



   International Journal of Computer Sciences and Engineering                               Vol.-4(7), Dec 2016, ISSN: 2347-2693 

  © 2016, IJCSE All Rights Reserved                                                                                                                              121 

Now the next step here is to construct the k-d 

tree to generate the indices. The K-d tree is constructed by 

array implementation of the nodes. The set of colour 

moment values for each image is considered as a node 

and provided as input to the k-d tree. The three colour 

moments for red, green and blue colour component 

represents the three dimensions to the k-d tree. In each 

step one dimension is chosen and the median value 

among the colour moment values (for a particular colour 

component) is calculated. The image possessing this set 

of feature values is then placed as a node into the k-d tree.  

The CM value of Red, Green and Blue 

component is considered as the three dimensions X, Y 

and Z respectively. The first node or the root node is 

selected based on the median value of X dimension and 

levelled as first. Then in the second level the children of 

the root node is inserted to the tree based on the median 

value of Y dimension and so on. A node in a particular 

level is inserted in the left sub tree if the CM value for 

that particular dimension is less than that of its parent, 

otherwise if it is more it is inserted in the right sub tree. 

 After indexing is done, we need to check 

whether this helps in searching of any image data in an 

efficient manner. So, now we again need to go through 

the two stages namely, pre-processing and feature 

extraction for the query image. 

 Then, the query feature which is obtained from 

the above stages is compared with the features of the 

dataset by computing the proximity measure between the 

query image and other corresponding images in the 

dataset. We name this phase as the searching or matching 

stage. The result will provide the information whether the 

image is present or not in the dataset and also the time 

elapsed during searching. 

I have used a 3-dimensional k-d tree. I have 

proposed an algorithm for indexing of an image dataset. 

The steps of my proposed method are as given below: 

Algorithm : K-d_image ( )  

Input:  images  

Output:  index of the images 

Step1. Input an RGB image. 

Step2. Resize the image into a fixed size. 

Step3. Compute the colour moments (CM) for each 

colour of RGB for each image in the dataset. 

Step4. Compute the median of the colour moment 

values of each colour. 

Step5. The set of RGB median colour moment values in a 

level is inserted as a node to the k-d tree.  

Step6. The root node of the k-d tree is indexed as 1. 

Step7. Every internal and leaf node is indexed as 2 times 

that of its parent node for left node and 2 times plus 1 for 

right node. 

Step8.  Find the Euclidian distance between the query image 

and the images in the sub tree. 

Step9.  The distance values are compared to give the search 

result. 

V. EXPERIMENTAL RESULTS 

A. Dataset Used 

The dataset used are colour (RGB) images of different sizes 

(in terms of number of pixels) collected from the internet and 

also from other sources. These images include colour images 

of various flowers, birds, animals (dogs, tigers, bears etc.), 

fruits etc. The name of the website is McGill Calibrated 

Colour Image Database and the URL is http://tabby. 

vision.mcgill.ca/html/ browsedownload.html/. 

B. Result 

The stepwise output of the implementation of the above 

algorithm is shown in the following Figures and Tables. 

 127 images are used out of the dataset for indexing. 

The input image is an RGB image, which is first resized into 

a fixed size (in terms of number of pixels) image as shown in 

the figures below. Fig. 2. shows the original image and Fig. 3. 

shows the resized image. 

 

Fig. 2. Original image 

 

Fig. 3. Resized image 
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After resizing, the mean colour moment of an 

image is calculated and stored in another matrix. Each 

row of this matrix will contain the moment values for 

only a single image. If there are „n‟ no of images then „n‟ 

rows will be formed. 

Considering the set of moment values as nodes 

the K-d is constructed and then the indexing is performed. 

Table III shows the K-d indices and respective original 

indices of a collection of 10 images along with their 

feature values. 

The K-d tree constructed out of the feature 

values of Table III containing 7 nodes can be depicted as 

in Fig. 4. 

TABLE III. INDICES ALONG WITH FEATURE VALUES OF A 

COLLECTION OF 10 IMAGES 

K-d 

Index 

Colour 

moment of 

Red 
component 

Colour 

moment of 

Green 
component 

Colour 

moment of 

Blue 
component 

Original 

Index 

1 36 41 24 116 

2 34 26 18 89 

3 
40 

38 44 117 

4 25 26 17 32 

5 35 31 23 41 

6 44 33 23 25 

7 41 44 34 65 

8 23 19 14 97 

9 26 22 18 66 

10 30 29 11 119 

 

 

 

Fig. 4. Constructed 3-d tree 

TABLE IV. COMPARISON OF SEARCH TIME OF METHODS WITH 

AND WITHOUT K-D TREE 

Indexing method Colour moment Haar wavelet transform 

Without K-d tree 0.00406024 0.204625 

With K-d tree 0.00046927 0.000124 

 

After providing the input query image, the indexing system 

will perform searching and gives the result in terms of search 

time and also displaying a message as the image is found or 

not found in the dataset. The searching is done with and 

without indexing using K-d tree including different feature 

extraction techniques and the results thus obtained are 

compared in the table IV. 

The following is a screenshot of MATLAB GUI of 

the indexing system after selecting the input query images for 

both with and without K-d tree indexing. 

 

Fig. 5. Starting GUI 

 

The time elapsed for the different methods after 

searching is performed (when the image is present in the 

database) is measured and showed in the following GUI. 

 

Fig. 6. GUI displaying image found 
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Again the time elapsed for the different methods 

after searching is performed (when the image is not 

present in the database) is measured and showed in the 

GUI as in Fig. 7. 

 

Fig. 7. GUI displaying image not found 

VI. CONCLUSION 

The K-d tree is implemented for indexing 

multidimensional image data. For a given query image 

searching is also performed to find a match of the input 

image with the images that are indexed (image dataset). 

The proposed algorithm worked nicely. I compared this 

with other methods without using the K-d tree. The 

previous one gives a better result in terms of searching 

time which is a very small fraction of second as compared 

with the other methods. Thus searching in a K-d tree takes 

only O (log n) time. 

The K-d tree can perform better than a quad tree. 

It requires less time in searching despite large 

dimensionality. It can also find the nearest neighbour 

efficiently. 

VII. FUTURE SCOPE 

The K-d tree implementation for image indexing 

is done using a colour image dataset. So in near future, 

one can focus in the design of algorithms to implement 

the K-d tree using different type of data other than spatial 

image data such as hyperspectral or multispectral data. 

Again, since Insertion, deletion in a K-d tree are costly so 

special measure has to be taken in this aspect and lesser 

searching time should be achieved. 
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