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Abstract— IP packet fragmentation and reassembly is that, a packet is split into several pieces (fragments) that fit into packet 
size of the link to be traversed and combine (reassemble) these pieces or fragments at the receiving node to form original 
packet or datagram. In this paper, we consider reassembly of fragments allowed at the intermediate routers based on the 
Maximum Transmission Unit (MTU). Without waiting for the destination to reassemble it can be done at the intermediate hops 
where ever needed. The three fields of IP header used for fragmentation and reassemble are the packet identifier, each 
fragment is attached with the identifier and reassembling of fragments is done based on the identifier of the fragments. The 
fragment offset field gives the position of the fragment along with More Fragment (MF bit) and Don’t Fragment (DF bit) flags 
and the total length field. These two fields fragment offset and fragment length are combinedly used to place the fragments of 
a packet in right order. This paper, the IP packet fragmentation and reassembly at intermediate routers will be an option to 
reduce the load on routers due to more number of fragmented packets and improves the performance and increase the 
efficiency of the router. 
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I. INTRODUCTION

The Internet Protocol (IP) is the method or protocol which 

enables communication between the networks. Each 

computer or host has unique IP address on the internet and 

across the network data can be delivered from source host to 

the destination host solely based on the IP addresses.  

The internet layer has the IP data attached with the IP header. 

The IP header is 20 to 60 bytes in length and contains 

information which is essential to routing and delivery (IP 

header format includes the fields used to fragment and 

reassemble internet datagrams when necessary for 

transmission through networks). The IP Data is 65536 bytes 

in length and should not exceed this length. 

The fields of IP header mainly used for fragmentation and 

reassembly are: 

Total length: 8 bit field. This specifies the total number of 

bytes of the data plus the header. 

Identification field: The identification is 16 bits. Each IP 

datagram is given the identifier which is assigned by the 

sender to aid in reassembling the fragments of a datagram. 

Flags: The flags are 3 bit field. Bit 0, bit 1 and bit 2. These 

flag bits are important while fragmentation and reassembly. 

The bit 0 is reserved and always set to 0. The bit 1 is DF bit 

tells whether the packet is to fragment or not and the bit 2 is 

MF bit tells whether the fragment is last fragment or there 

may be some more fragments to reassemble. 

Bit 0: is reserved, and is always set to 0. 

Bit 1: DF bit (DF = 0 May Fragment, DF = 1 Don’t Fragment). 

Bit 2: MF bit (MF = 0 Last Fragment, MF = 1 More Fragments). 

Fragment offset: The fragment offset is 13 bits field. This 

value is a multiple of eight bytes. This fragment offset gives 

the position of the fragment and places where a fragment 

belongs in the original IP datagram. 

Source IP Address: 32 bit internet address of the original 

sender. 

Destination IP Address: 32 bit internet address of the 

receiver. 

1.1. MTU size 

The standardized technique in computer networks to 

determine the maximum transmission unit (MTU) size is 

pathMTU Discovery (PMTUD) between two IP hosts, 

usually with the goal of avoiding IP fragmentation. 

When a datagram arrives at the router whose size is larger 

than the MTU size, than the packet is dropped and send back 

with an Internet Control message Protocol (ICMP) as the 

fragmentation is needed containing its MTU, allowing the 

source host to reduce its path MTU appropriately. The 

process is repeated until the MTU is small enough to traverse 

the entire path without fragmentation. 

II. IP FRAGMENTATION AND REASSEMBLY

IP fragmentation and reassembly is one of the mechanisms 

of IP. Under certain circumstances, when a datagram is small 

enough, it is originally transmitted as a single unit and 

arrives at its final destination. When a datagram is larger 

than the MTU size, then the datagram is broken into several 

fragments and traversed along the link and at the receiving 

host must accumulate these fragments until enough have 

arrived to completely reconstitute the original datagram. 

This paper describes a way of dealing with reassembly 

which reduces the bookkeeping problem to a minimum, Corresponding Author: Pavithra Gajam, pavithra0428@gmail.com 
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which requires for storage only one buffer equal in size to 

the final datagram being reassembled, which can reassemble 

a datagram from any number of fragments arriving in any 

order with any possible pattern of overlap and duplication, 

and which is appropriate for almost any sort of operating 

system. 

 

2.1. Fragmentation 

When an IP datagram size is too large than the maximum 

packet size (MTU size) to be traversed, then datagram has to 

be split into several pieces (called fragments) that fits into 

the packet size of the link to be traversed called as 

fragmentation. It allows the fragments to be further 

fragmented and fragments are allowed to take the different 

routes to traverse and reach destination host.  

 

The three fields in the IP header mainly allow this versatility 

are the identification field, total length field and the fragment 

offset field. Each datagram is given a packet identifier, when 

fragmentation is done, each fragment is attached with the 

identifier; each fragment also carries an offset field (which is 

used at reassembly) and a fragment length. 
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Fig 1. Fragmentation 

 

2.2. Reassembly 

It’s important to understand that while reassembly is the 

compliment to fragmentation, the two processes are not 

symmetric. 

 

The fragments or pieces of a datagram have to be combined 

(reassemble) at the receiving node called as reassembly. If 

all the fragments arrive at the receiver, the packet identifier 

allows the receiver to reassemble all the fragments with a 

single packet. The fragment offset field (which gives the 

position of the fragment) and total length are together used to 

place all the fragments in the right order. The reassembled 

packet can be passed to the upper layer for further 

processing. This process combinedly known as 

fragmentation and reassembly. 
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Fig 2. Reassembly 

III. RELATED WORK 

When a source has to send a packet to the destination, it has 

to query the nearest router to find the smallest MTU to 

deliver the packet. Routing protocols can help in finding out 

smallest MTU to the destination. In this, each router keeps 

the information about the smallest MTU to the destination 

along with next hop to send the packets. This method works 

well in interconnected LANs and it does not support with 

hierarchical routing, since the information about all 

destinations can not be maintained at all routers. Thus for 

packets traveling across the network, the router which  is 

nearest to the source does not have the information about the 

smallest MTU size in the portion of the path that lies in the 

destination. Each have a smallest MTU size as the default 

MTU size in the area; this can lead to using too small a 

packet size. 
 

IV. PROPOSED WORK 

The reassembly process at intermediate routers is a new 

reassembly scheme that always outperforms the older notion 

of hop reassembly. 

 

IP reassembly has to handle out of order fragments, lost 

fragments and duplicate fragments which make the 

implementation complex. If in case, fragments arrive in 

order without any loss of fragments or duplication of 

fragments, then reassembly process is simple. The fragments 

can be reassembled as they arrive until the last fragment 

arrives and the reassembled packet can pass to higher layer. 

 

In the IP header four fields which enable reassembly are: a 

datagram identifier which tells the fragments belong to same 

packet. Fragment length which specifies the total length. The 

flags (‘more fragment’) which indicates whether the 

fragment is first or last fragment. The fragment offset which 

indicates the position of the fragment in the datagram. The 

implementation keeps a reassembly list which contains the 

fragmented datagrams. Each fragment in the reassembly list 

is kept in increasing order of their offsets to reassemble. 

 

4.1. Intermediate reassembly 

In the existing system IP fragmentation is done at any 

intermediate router and IP reassembly is done only at the 

destination called as Destination Reassembly (DR). In some 

networks, a packet may fragment at a router over a single 

link and have a next hop router which is also on the same 

link may reassemble the packet called as Hop Reassembly 

(HR). In hop reassembly, the reassembly at router is done 

only when the previous hop router will fragments the packet. 
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Fig 3. Destination reassembly 
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Fig 4. Hop reassembly 
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Fig 5. Intermediate reassembly 

 

Intermediate Reassembly Algorithm 

Step1. A fragment F is received. 

Step2. Check fragment F with other fragments for same 

packet P. 

Step3. If reassembly predicate is satisfied then goto step5, 

6, 7. 

Step4. Partially reassembled packets P that not satisfied 

then goto step5, 6, 7. 

Step5. If packet is complete then send packet P to next 

hop. 

Step6. Elseif (at destination or hop reassembly) then 

destroy packet P.  

Step7. Else (Intermediate reassembly) 

 Send coalesced fragments to next hop. 

 

If the router outgoing link MTU size is not large enough to 

travel the datagram, it has to fragment. Consider two cases: 

in the first case, a packet size is of 1500 bytes and is 

fragmented into three fragments each of 500 bytes which 

arrives at a router which has an outbound MTU size 1500 

bytes. Here in this case router performs hop reassembly. In 

the second case, it is similar and the outbound link MTU size 

is 1000 bytes. In this case we suggest partial reassembly. 

 

Partial Reassembly: Partial reassembly keeps reassembling 

the fragments until the size exceeds the outbound MTU. To 

store the partially reassembled packets datalink buffering is 

used. If the fragments arrive in same order as they fragment 

(FIFO) without any loss, we follow the same reassembly 

algorithm. If the fragments are inorder for the same packet, 

we coalesce it with previous fragments. Some times we may 

do partial reassembly at destination. 

 

If we maintain a separate reassembly buffers for each 

concurrent flow then memory costs would be large. The 

simple approach is, for each current packet P one reassembly 

buffer is used. Before the reassembly predicate P is satisfied, 

another fragment for a different packet is arrived then P is 

pushed. Thus we reduce the memory cost. 

4.2. Advantages of Intermediate reassembly 

Intermediate reassembly has some advantages compared 

with the existing one. 

 

• Intermediate reassembly sends fragments to next hop 

whenever possible. It does not require cooperation from 

previous hop. 

• More discrimination as the intermediate reassembly uses 

the information about next hop MTU, so it can make 

better choices to reassemble. 

• Intermediate reassembly uses IP fragmentation header so 

there is no issue of protocol changes. 

 

V. CONCLUSION  

We have introduced a new form of reassembly known as 

intermediate reassembly as it discriminate between packets 

to destination can often perform better that can benefit from 

reassembly. Since the increase of load on the routers due to 

its high fragmented packets passing through the network. By 

reassembling the packets at the routers based on the 

identification field and MF bit, the performance of the 

routers has been increased. Reassembly of datagram 

fragments at intermediate routers can be done for load less 

travel of packets. Using FIFO reassembly, intermediate 

reassembly can be implemented in routers at low cost. 
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